Detecting seismogenic stress evolution and constraining fault zone rheology in the San Andreas Fault following the 2004 Parkfield earthquake
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[1] We investigate temporal changes in seismic scatterer properties at seismogenic depth attributed to the 2004 M 6 Parkfield earthquake, making use of the San Andreas Fault Observatory at Depth repeating-earthquake target sequences, as well as nearby similar-earthquake aftershock clusters. We use a two-step process: (1) observing temporal variations in the decorrelation index, $D(t)$, reflecting changes in the scattered wavefield of repeating-earthquake sequences and (2) estimating the spatial distribution of time-dependent scatterers by using a larger-aperture source array. We focus on three scatterers exhibiting clear time dependence, using pairs of earthquakes that span or follow the 2004 Parkfield earthquake. They are found to be located on the fault at the northernmost extent of coseismic rupture, beneath Middle Mountain, with a depth range of 11 to 17 km. The shallowest and most prominent scatterer is located near a region of increased Coulomb stress, as well as significant postseismic slip following the 2004 Parkfield earthquake, and a large $M = 5$ aftershock. The other two deeper ones are also in regions of increased Coulomb stress. We show that $D(t)^{1/2}$ is expected to be proportional to the level of stress in the fault zone, and then we constrain the form of fault zone rheology by comparing the time dependence of $D(t)^{1/2}$ with geodetic or seismic measures of strain rate, assuming a power law rheology between stress and strain rate characterized by exponent $n$. Such a comparison yields $n$ ranging from 1.6 through 3.3, a value that is more consistent with ductile behavior, rather than frictional sliding, at the base of the seismogenic zone.


1. Introduction

[2] Observing transient stress changes at seismogenic depth is a key aspect to understanding the nucleation process of earthquakes. One approach to making such observations is to detect temporal changes in the medium that reflect the stress-induced opening or closing of fractures. Scattered waves effectively sample fractures as seismic scatterers when their wavelengths are comparable to fracture size. An analysis of temporal variations in the scattered wavefield, in principle, has the capability of providing the time evolution of the stress field due to changes in crack properties.

[3] To detect a reliable temporal change in the medium, repeating earthquakes and repeated artificial sources have been recently used to minimize the errors due to changes in source location and mechanism. Using temporal changes in traveltimes, a number of studies have revealed earthquake-related coseismic damage of rock and subsequent healing nearby fault zones [e.g., Li et al., 1998; Vidale and Li, 2003]. Temporal variations of traveltimes from strong motion-induced shallow cracking have been also reported [e.g., Rubinstein and Beroza, 2004, 2005; Feng and Ben-Zion, 2006]. Rubinstein and Beroza [2004] showed a correlation between temporal variation in traveltimes and intensity of strong motion following the 1989 $M$ 7.1 Loma Prieta earthquake, suggesting that this temporal variation attributed to this mechanism.

[4] On the other hand, stress-induced temporal changes in traveltimes have been observed [e.g., Dodge and Beroza, 1997; Baisch and Bokelmann, 2001; Yamamura et al., 2003; Silver et al., 2007]. Niu et al. [2003] detected systematic temporal variations in the scattered wavefield, and hypothesized that this represented stress-induced migration of fluid caused by the 1993 Parkfield aseismic transient. Laboratory studies have also demonstrated the ability to detect transient stress seismically [e.g., Freund, 1992; Sarkar et al., 2003; Gré et al., 2006]. In principle, detecting stress-induced changes in scatterers is not only important in its own right, but, combined with measures of strain rate, from geodesy or other means, it is possible to constrain the form of fault zone rheology.
[5] An ideal test for detecting stress-induced changes in seismic scatterers and constraining fault zone rheology properties has been provided by the 28 September 2004 M 6.0 Parkfield earthquake, California for four reasons. First, the coseismic and postseismic slip models have been well determined [Johanson et al., 2006, Liu et al., 2006], so that we can retrieve a reliable stress perturbation model of the 2004 Parkfield earthquake. Second, many repeating-earthquake sequences have been detected in the Parkfield region [Nadeau and McEvilly, 1999, 2004]. Third, the 2004 Parkfield earthquake produced numerous aftershock sequences with similar source mechanisms [Li et al., 2006]. Finally, continuous geodetic data by a dense network of GPS receivers are available [Langbein et al., 2006].

[6] In this study, we first detect temporal variations in the scattered wavefield of local earthquakes, using repeating-earthquake sequences (event spacing less than 5 m), and next locate the corresponding time-varying scatterers using a larger-aperture source array (horizontal aperture size ~100 m × 20 m), which we then compare to the slip distributions for the coseismic and postseismic components of the 2004 Parkfield earthquake. We finally address the time evolution of the stress field at seismogenic depth following the 2004 Parkfield earthquake, showing that it is most consistent with a ductile fault zone rheology.

2. Data and Analysis

2.1. Data Set

[7] To detect time-dependent scatterers, we have made use of the two repeating-earthquake sequences known as the “target sequences” studied by the San Andreas Fault Observatory at Depth (SAFOD), termed the northwestern (NW) and southeastern (SE) sequences [Nadeau et al., 2004]. During the study period, the NW and SE sequences contained 10 and 12 repeating earthquakes, respectively (Figure 1). The average magnitude of these repeating earthquakes is approximately 2.0 (Table 1), corresponding to a rupture patch radius of about 50 m for a 3 MPa stress drop, assuming a circular crack model [Eshelby, 1957]. These two sequences are separated from each other by around 50 m in horizontal distance along the strike of the San Andreas Fault. The depth of these sequences is approximately 1.5 km.

[8] There are over 60 aftershocks whose waveforms and locations are similar to those in the SAFOD target sequences, and several groups of these similar events are also sequences of repeating earthquakes. We used the seismic data from the NW and SE repeating earthquakes to examine temporal properties of the scattered wavefield, and then utilized these data, along with those from the additional repeated-aftershock sequences, to estimate the spatial properties of time-dependent scatterers. We analyzed seismograms recorded by the borehole seismometers of the High-Resolution Seismic Network (HRSN) [Karageorgi et al., 1992] (Figure 2) because they reduce the influence of superficial coseismic damage, compared to surface instruments [Rubinstein and Beroza, 2005].

2.2. Detecting Temporal Change in Scattered Wavefield

[9] Using repeating earthquakes with short recurrence interval, we are able to examine the characteristics of temporal changes in the scattered wavefield with high resolution, for example, three and five events have been detected as repeating earthquakes in the NW and SE sequences during post the 2004 Parkfield earthquake to 2007 (Figure 1). Since the HRSN has been operated since 1987, the seismic records for the first repeating earthquakes (occurring in 1986) in the NW and SE sequences are not available. Note that we did not have several seismic records from 1998 through 2001 because the HRSN recording system was not operating during this period [Nadeau et al., 2004]. We also did not utilize a few seismic records from events occurring between 2001 and 2003 because the high-sampling data (250 Hz) were not available.

[10] We first identified temporal variations in the scattered wavefield by measuring the dissimilarity in waveform pairs from the NW and SE sequences. We used a sliding-window waveform cross-correlation analysis with a 0.5-s time window, from which we obtained a lag time, τ(t), and decorrelation index, D(t), where t is elapsed time on the seismogram; τ(t) corresponds to the lag for which the cross-correlation function reaches its maximum value, C_{max}(t), and D(t) = 1 - C_{max}(t) [Niu et al., 2003]. Each waveform was aligned by its direct P arrival and was interpolated to 10,000 samples per second. A 20% cosine taper was applied to each time window.

[11] The parameter τ(t) can be interpreted as the mean traveltime perturbation of the lag times, τ_p, associated with the individual scattered phases in the time window, while D(t) can be defined as \( \omega^2 \sigma^2 / 2 \) where \( \sigma \) and \( \omega \) are the standard deviation of τ_p and the characteristic frequency of the scattered phases, respectively [Snieder et al., 2002]. Thus τ(t) and D(t)\( ^{1/2} \) are proportional to the mean and standard deviation of a weighted distribution of lag times, respectively. A constant velocity reduction in the back-
ground medium should yield a linear trend in $\tau(t)$ and $D(t) = 0$, given a short time window for calculating $\tau(t)$ and $D(t)$.

[12] On the other hand, Niu et al. [2003] showed through numerical experiments that isolated spikes in $\tau(t)$ and $D(t)$ can be explained by local changes in the location of a scatterer or by a velocity reduction around the scatterer. Our interest is in detecting discrete scatterers that permit the imaging of the fault zone properties at seismogenic depth, rather than changes in the background medium. We have therefore focused on detection of isolated spikes in $D(t)$ and, to a lesser extent, $\tau(t)$.

[13] To estimate $D(t)$ and $\tau(t)$, we made use of the final event in each sequence as a reference. We examined temporal changes in average $D(t)$ of the $S$ coda with a 4.0-s time window from around 1.0 s after the direct $S$ arrival for all available HRSN borehole stations. We found that the average $D(t)$ for 11 of 13 stations show a systematic decrease following the 2004 Parkfield earthquake (Figure 3). Since the average $D(t)$ for stations VCA and RMN are highest and show clear systematic temporal decays following the 2004 Parkfield earthquake, the seismic data recorded at stations VCA and RMN were used for further analysis. As shown in Figure 3, the average $D(t)$ for half of the HRSN stations systematically increases in middle 2005. We speculate that they are response to another temporal change on the San Andreas Fault, and this is being addressed in a subsequent manuscript.

[14] For station VCA, we detected several isolated spikes in $D(t)$ (Figure 4b), and found a subset of time-varying scattered phases for pairs of repeating earthquakes spanning or following the 2004 Parkfield earthquake. Since the waveforms in the NW sequence are similar to those in the SE sequence, we can clearly identify the same isolated spike in $D(t)$ for the two sequences. Plots of $\tau(t)$ also show corresponding spikes and they additionally exhibit an increasing linear trend with increasing elapsed time (Figure 4c).

[15] Such a linear trend in $\tau(t)$ has already observed following the 2004 Parkfield earthquake [Rubinstein and Beroza, 2005; Li et al., 2006] and can be related to a reduction in shear wave velocity due to the opening of cracks in superficial layers by strong ground shaking [Rubinstein and Beroza, 2005] or damaged rocks by the coseismic slip [Li et al., 2006]. The negative linear trends are seen on lag times for the 1990 and 1995 events (Figure 4c), which implies that the velocity reduction did not recover fully by 2006.

Table 1. Average Hypocenters and Magnitudes for Sequences Used in This Study

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Latitude, deg</th>
<th>Longitude, deg</th>
<th>Depth, km</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>NW</td>
<td>35.9810</td>
<td>-120.5468</td>
<td>1.472</td>
<td>2.1</td>
</tr>
<tr>
<td>SE</td>
<td>35.9807</td>
<td>-120.5464</td>
<td>1.476</td>
<td>2.0</td>
</tr>
<tr>
<td>SQ1</td>
<td>35.9811</td>
<td>-120.5470</td>
<td>1.502</td>
<td>1.0</td>
</tr>
<tr>
<td>SQ2</td>
<td>35.9811</td>
<td>-120.5470</td>
<td>1.493</td>
<td>1.4</td>
</tr>
<tr>
<td>SQ3</td>
<td>35.9806</td>
<td>-120.5462</td>
<td>1.483</td>
<td>1.2</td>
</tr>
<tr>
<td>SQ4</td>
<td>35.9809</td>
<td>-120.5466</td>
<td>1.469</td>
<td>1.1</td>
</tr>
</tbody>
</table>

*Average hypocenter of each sequence was evaluated by using earthquakes after October 2001.

Depth is below mean sea level.

---

[16] We assumed that the effect of a near-surface layer beneath the station is to generate a constant velocity perturbation to each of the phases arriving at the station. As noted above, this should produce a linear trend in $\tau(t)$ with elapsed time but no effect on $D(t)$, while isolated spikes in $D(t)$ (or $\tau(t)$) can be the response to local changes in the medium. For this reason we assume that $\tau(t)$ always contains the contribution of this surface layer, which we seek to avoid.

[17] Isolated spikes in $D(t)$ are not seen before the 2004 Parkfield earthquake except for a few subtle features in the $S$ coda (Figure 4b). Large values of $D(t)$ near direct $P$ and $S$ arrivals were caused by clipped signals on the raw seismograms for earthquakes occurring before 1998 due to limited instrumental dynamic range.

[18] We aligned the $P$ waves by the onset times of the raw traces, so that this distortion does not affect the alignment. We then corrected for instrument response and converted the records to displacement seismograms. Although this procedure causes distortions in waveforms near the clipped

Figure 2. Map view of the source region including the SAFOD repeating earthquakes as well as repeated aftershocks (square) used in this study and borehole seismic stations (triangles). Open and gray stars are the epicenters of the 2004 and 1966 Parkfield earthquakes. The dashed square is the model space for estimating locations of scatterers. Diamonds denote GPS stations, and open circle is the location of the repeating-earthquake sequence for estimating slip rate at depth. Dots are epicenters of aftershocks of the 2004 Parkfield earthquake [Thurber et al., 2006], and gray line is the surface trace of the San Andreas Fault (U.S. Geological Survey and California Geological Survey, Quaternary fault and fold database for the United States, 2006, http://earthquakes.usgs.gov/regional/qfaults/). Gray area is the surface rupture zone of the 2004 Parkfield earthquake. Also shown are the focal mechanisms for the 2004 Parkfield earthquake and two $M = 5$ aftershocks [Langbein et al., 2005]. Place names are abbreviated MM, Middle Mountain; PK, Parkfield; and GH, Gold Hill.
signals, we confirmed that there is no influence on the $S$ coda, which is far from the distorted arrivals.

[19] The waveforms recorded at station RMN also show similar temporal changes in wavefields following the 2004 Parkfield earthquake (Figure 5a). The decorrelation indexes and lag times increased after the 2004 Parkfield earthquake and subsequently decayed (Figures 5b and 5c). While we assume that the variation begins with the 2004 Parkfield earthquake, we were able to place an observational constraint on the onset by using an event which occurred in 2001. The decorrelation index for the pair of events in 2001 and 2006 is nearly zero from the direct $P$ wave to late $S$ coda (Figure 5b), which strongly suggests that the observed temporal changes are most likely due to the 2004 Parkfield earthquake. For seismic records at station RMN, we identified the same time-varying scattered phases observed at station VCA, by using the predicted traveltimes from the corresponding time-dependent scatterers (see section 2.3).

[20] We additionally chose four sequences (SQ1 to SQ4) of repeated aftershocks. The average magnitudes of SQ1, SQ2, SQ3, and SQ4 are 1.0, 1.4, 1.2, and 1.1, respectively (Table 1). These sequences contain 3 or 4 earthquakes (Figure 1) and they occurred nearby the NW and SE sequences. The same temporal changes were found from all of the repeated-aftershock sequences. The observation of temporal variation for different sequences strongly suggests that the detected time-varying scattered phases represent the response to changes in crustal structure rather than in earthquake location or source mechanism.

[21] To further rule out hypocenter variability as a potential cause of temporal change, we also measured the average (over stations) of $D(t)$, $\langle D(t) \rangle$, of the clearly observed direct $S$ waves for each repeating earthquake with respect to the final event in the SAFOD sequence, by using seismic records at available HRSN stations. We found that $\langle D(t) \rangle$ are 1–2 orders of magnitude less than $D(t)$ for the identified time-dependent scattered phases for events occurring 2 d after the 2004 Parkfield earthquake. This result shows high source similarity among the repeating earthquakes in the SAFOD target sequences, suggesting that the hypocenter variability in our data set should be small enough for examining temporal changes in the medium. To calculate $\langle D(t) \rangle$, we excluded seismic records having the clipped signals near the direct $S$ waves.

[22] For the prominent time-varying scattered phases (hereafter called X1, X2, and X3), we found that the temporal variation appears to be restricted to the time interval from the occurrence of the 2004 Parkfield earthquake to 4 months after. The waveforms of these scattered phases for later earthquakes are nearly identical to those for earthquakes occurring before the 2004 Parkfield earthquake. In other words, the scattered wavefields have changed following the 2004 Parkfield earthquake, and then returned
to the original state 4 months after the 2004 Parkfield earthquake.

23 For these three X1, X2, and X3 phases, the temporal changes in wavefield are strongest on the vertical component (Figure 6), which implies the wave type of time-varying scattered phases between scatterers to stations is a P wave. At the same time, the arrivals of these phases are found in the S coda where S-P scattering is more prevalent than P-P one [e.g., Sato and Fehler, 1998]. We therefore assumed the scattering modes of X1, X2, and X3 phases to be S-P.

24 We seek to characterize the time dependence of this decay process, making use of D(t). We expect D(t) to be a proxy for seismogenic stress, σ(t). As has been noted

---

Figure 4. (a) Observed vertical component seismograms recorded at station VCA for the SE target sequence, (b) their decorrelation indexes, D(t), and (c) lag times, τ(t), by using a sliding time window of 0.5 s. Waveform colors indicate earthquake occurrence dates: black, 7 April 1990; gray, 19 July 1995; red, 30 September 2004; green, 24 October 2004; blue, 23 January 2005; right blue, 10 July 2005; and purple, 28 January 2006. The event occurring on 28 January 2006 was used as a reference to measure D(t) and τ(t). Also shown in parentheses are elapsed days after the 2004 Parkfield earthquake.
previously [Snieder et al., 2002], for characteristic frequency, \( \omega \), \( D(t) = \omega^2 s^2 \), where \( s \) is the standard deviation of lag times among scattered phases in a time window. For small changes in the medium, the fractional perturbation in seismic velocity, \( \delta \nu/V \) is approximately equal to the negative of the fractional change of traveltime, \( \tau/T \), i.e., \( \delta \nu/V \sim -(\tau/T) \) given constant velocity reduction, where \( T \) is a traveltime for a specific phase and \( \tau \) is its lag time between two seismograms.

[25] In the case of a nonconstant velocity change, we assume that the mean lag time \( \bar{\tau}(t) = \langle \tau \rangle \) in the time window can be treated as a mean perturbation in velocity, \( \langle \delta \nu \rangle \). We focused on the observed isolated spikes in \( D(t) \) and \( \tau(t) \) which can be interpreted as local changes in the medium rather than variations in the entire medium. Because \( \tau(t) \) also has potential contributions due to near-receiver structure, as noted above, we used isolated spikes in \( D(t) \) for further analysis.

[26] We assumed that lag times have a probability density function, \( P(\tau) \), right after the 2004 Parkfield earthquake, due to a perturbation in the medium. We expect the overall magnitude of the perturbation to decay to zero over time,
but make the assumption that the shape of $P(\tau_i)$ remains the same. Such a distribution can be written as $P(a\tau_i)$, where $a$ is a scale factor that is a function of the elapsed time after the 2004 Parkfield earthquake.

If the mean and standard deviation of $P(\tau_i)$, are $\langle \tau_i \rangle$ and $\sigma$, respectively, then we can always write $\sigma = b(\langle \tau_i \rangle)$ for scale factor $b$. An important property of such a distribution is that $b$ is independent of the time-dependent scale factor $a$. Thus the same proportionality holds for $P(a\tau_i)$, for any $a$. Since $\tau = \langle \tau_i \rangle$ and $D^{1/2} = \omega \tau / \sqrt{2}$, we obtain $\tau \propto D^{1/2}$. As such, we can rewrite the relationship between velocity and traveltime in terms of $D(t)$ rather than $\tau(t)$, $\langle |\delta v|/V \rangle \propto D(t)^{1/2}/T$. Given that $\delta v/V$ is linearly related to $\sigma(t)$ at low stress levels [e.g., Sarkar et al., 2003], then we expect $D(t)^{1/2}$ to obey $D(t)^{1/2} \propto \sigma(t)$.

The temporal behavior of $D(t)^{1/2}$ for time-varying scattered phases recorded at stations VCA and RMN are similar to each other, which is consistent with a change in medium. By combining $D(t)^{1/2}$ for stations VCA and RMN, we find that they correspond to a power law decay, $1/t^p$ with $p = 0.25 \pm 0.05$ (Figure 7), assuming all three time-varying scattered phases have the same time dependence, $\sigma(t)$.

**2.3. Locations of Time-Dependent Scatterers**

We are particularly interested in determining whether temporal changes are shallow and most likely related to superficial damage/healing [Rubinstein and Beroza, 2005], or deeper and more closely related to seismogenic stress changes. To determine the location of the time-dependent scatterers, we established a source array consisting of one event from each the SAFOD target and repeated-aftershock sequences. We chose events well after the 2004 Parkfield earthquake so that we could incorporate the repeated-aftershock sequences. We assumed that the observed time variations in the scattered wavefield are caused by changes in properties of existing structures (i.e., opening or closing of existing fractures), although we cannot rule out the possibility of new scatterers forming as a result of the 2004 Parkfield earthquake.

We relocated the earthquakes in all six sequences by using a 3-D double difference relocation algorithm [Michelini and Lomax, 2003] with 3-D $P$ and $S$ wave velocity models for Parkfield [Michelini and Mcevilly,
behavior of discrete times in the coda. While multiple scatterers might play an important role in modulating the slow variation of $D(t)$ and $\tau(t)$ with elapsed time on the seismogram, we regard it as less likely to affect the temporal behavior of the X1, X2, and X3 phases that are the subject of this study.

[34] Using a semblance analysis [Neidell and Taner, 1971], we first calculated semblance values, $\Xi(\theta, \varphi)$ for each scattered phase where $\theta$ and $\varphi$ are the takeoff angle from vertical down and the azimuth clockwise from northwest. We evaluated the 95% confidence level of $\theta$ and $\varphi$ based on the $F$ distribution, which is similar to that of Silver and Chan [1991] for shear wave splitting. Following T. Taira et al. (manuscript in preparation, 2007), the confidence level of $\theta$ and $\varphi$ can be expressed by

$$1 - \frac{\Sigma(\theta, \varphi)}{\Sigma_{\text{max}}} \leq 1 + \frac{k}{\nu - k} F_{\nu - k}(1 - \alpha),$$

where $k$ and $\nu$ are the number of parameters and the degrees of freedom, respectively. $\Sigma_{\text{max}}$ is the maximum semblance value; $f$ is the inverse of the $F$ distribution, and $\alpha = 0.05$ corresponds to 95% confidence level. In our analysis, $k = 2$. On the other hand, $\nu$ can be formed in $\nu = 2f_wT_w$, where $f_w$ is the band width of a band-pass filter and $T_w$ is the length of a time window for calculating $\Xi(\theta, \varphi)$ (T. Taira et al., manuscript in preparation, 2007). Approximating the $F$ distribution by a one-sided Gaussian probability density function (PDF), we obtained the probability density values, $P_{\text{S}}(\theta, \varphi)$:

$$P_\Xi(\theta, \varphi) = \frac{2}{\sqrt{2\pi \Sigma}} \exp \left( -\frac{m^2}{2\Sigma} \right),$$

where

$$m = \nu - k \left\{ \frac{1 - \Sigma(\theta, \varphi)}{1 - \Sigma_{\text{max}}} - 1 \right\},$$

and $\Sigma$ is the standard deviation of semblance values which can be written as $\Sigma = f_{\text{S}}(1 - \alpha)/2$ (T. Taira et al., manuscript in preparation, 2007).

[35] We next estimated traveltime residuals of the scattered phases between the observed, $r^{\text{obs}}$, and predicted, $r^{\text{pre}}$ traveltimes of a candidate scatterer originating from location, $x$, based on the pseudobending method [Um and Thurber, 1987] with both 3-D P and S velocity structures [Michelini and McEvilly, 1991]. Assuming that the error in estimation of the traveltime residual is a Gaussian PDF with the standard deviation, $s_t$, we obtained the probability density value for the traveltime residual, $P_t(x)$:

$$P_t(x) = \frac{1}{\sqrt{2\pi s_t^2}} \exp \left( -\frac{(r^{\text{obs}} - r^{\text{pre}})^2}{2s_t^2} \right).$$

[36] The 95% confidence region for the traveltime residual can be defined by using $2s_t$; $s_t$ is set to 0.25 s for our application.

[37] We finally calculated the joint probability density value, $P_{\text{S}}(x)$ by combining $P_\Xi(\theta, \varphi)$ of equation (2) and $P_t(x)$ of equation (4). Here $P_{\text{S}}(\theta, \varphi)$ was converted into $P_{\text{S}}(x)$ in space by shooting the raypath with the slowness vector.

Figure 8. Geometry of the source array used in this study. (a) Map view of earthquakes and (b) the northwest-southeast cross section. The chosen earthquake in each sequence is shown as a cross. The coordinate center is the epicenter of the 1966 Parkfield earthquake.

1991]. The primary $P$ and $S$ wave velocity features of the velocity models used are almost same as those of recent 3-D seismic velocity models [e.g., Roeccker et al., 2004; Thurber et al., 2006]. The average uncertainty in relative earthquake location is less than 5 m in horizontal and vertical. The source array is located approximately 5 km northwest of the epicenter of the 1966 M 6 Parkfield earthquake and at a depth about 1.5 km (Figure 2). The source array extends about 100 m along strike, about 20 m across strike, and extends over a depth range of 30 m (Figure 8). This spatial extent among the earthquakes provides a means of spatially resolving the scatterers.

[31] The source array is a nearly vertical plane (Figure 8), and thus the array may have the poor azimuthal resolution. For example, apparent seismic velocities of two phases propagating horizontally along 30 and 330 degrees with respect to the strike of the plane could be similar to each other. On the other hand, the takeoff angle resolution of the source array should be better than its azimuthal resolution due to the vertical aperture size (30 m), and thus we should be able to distinguish between upgoing and downgoing waves.

[32] We used a scatterer-imaging methodology, similar to that of T. Taira et al. (Seismic imaging of scatterers at seismogenic depth, the San Andreas Fault, Parkfield, CA, manuscript in preparation, 2007), which can be used to estimate the scattering point through finding the maximum of the joint probability density function along with its 95% confidence region. As we noted above, the waveform similarities among the events are good enough for locating the time-dependent scatterers (Figure 9).

[33] The scattering mode of the X1, X2, and X3 phases was assumed to be $S-P$ (Figure 6). We therefore used the vertical seismograms to locate the three scatterers. We additionally assumed a single scattering model to locate the scatterer position. We feel this assumption is justified for two reasons. First, excluding volcanic areas, the crust is normally assumed to be a weak scattering medium in which case multiple scattering effects can probably be neglected [Sato and Fehler, 1998]. Second, we focus on the temporal
The wave type of the source-to-scatterer was assumed to be $S$ for $S$-$P$ scattering mode. The raypaths were determined based on the pseudobending method with the 3-D seismic velocity models. Using $P_S(x)$ and $P_t(x)$, $P_j(x)$ can be expressed by

$$P_j(x) = P_S(x)/C_1 P_t(x).$$

Before applying the scatterer-imaging methodology, we reduced the errors in earthquake origin time by aligning the direct $P$ arrival, $t_{p}^{\text{obs}}$, with respect to its predicted arrival time, $t_{p}^{\text{pre}}$, based on the calculated slowness by using the geometries of the source array and stations [e.g., Spudich and Bostwick, 1987], and then obtained the origin time correction value, $t_o$, defined as $t_{p}^{\text{obs}} - t_{p}^{\text{pre}}$. As a check of this origin time correction procedure, we measured the differential origin time correction value, $\delta t_o$, between stations VCA and RMN for each earthquake; $\delta t_o$ should be zero for an earthquake because the error in origin time should be station-independent. We, however, found that $\delta t_o$ had a constant offset among the earthquakes, with an average value of $-32.1$ ms with standard deviation is $3.6$ ms (Figure 10). We thus interpret $\delta t_o$ as a path correction which can then be removed, and we regard the remaining $3.6$ ms variation as the effective noise level in the traveltime measurements.

The model space for scatterer location extends $20$ km $\times$ $20$ km in the horizontal and $20$ km in vertical.

Figure 9. (a) An example of the vertical component array seismogram for station VCA and (b) enlarged views of X1, X2, and X3 phases. The traces are aligned with origin time from relocations and are ordered by hypocentral distances from station VCA (closest at the bottom).
The coordinate center is the epicenter of the 1966 Parkfield earthquake and the coordinate system is rotated counterclockwise by 45 degrees (Figure 2). By analyzing the vertical component seismograms recorded at station VCA, we first estimated the locations of scatterers for X1, X2, and X3 phases, by utilizing the two probability densities for their slowness vectors and traveltimes, and then computed the predicted traveltimes of the three phases for station RMN. On the basis of these predicted traveltimes, we next chose the corresponding time-varying scattered phases for station RMN and estimated their joint probability densities.

40 The source-to-scatterer slowness vector of each scattered phase should be independent of station. We found that estimated slowness vectors for station VCA are indeed compatible with those for station RMN (Figure 11). We finally determined each scatterer location by combining the two joint probability densities for stations VCA and RMN. The maxima of scattering points for X1, X2, and X3 phases are located close to the San Andreas Fault, and their depths are 11 km, 13 km, and 17 km, respectively, with uncertainty of ±2 km (two standard deviations). These scattering points are close to each other in the horizontal but at different depths (Figure 12).

41 As mentioned above, we assumed S-P scattering mode for X1, X2, and X3 phases, based on our observation that all phases arrive in the S coda with dominant energy on the vertical component (Figure 6). We, however, examined the possibility that the X2 or X3 phase is caused by a different scattering mode from the same scatterer that produced X1 phase. By calculating the predicted traveltimes for P-S and S-S from this scatterer, we concluded that neither X2 nor X3 phase is consistent with this possibility.

3. Discussion

3.1. A Physical Mechanism for Time-Dependent Scatterers

42 As shown in Figure 12, the estimated locations of the time-dependent scatterers are deeper than 10 km. This result suggests that the detected temporal changes in the scattered wavefield are not likely due to strong motion-induced cracks in subsurface layer, but rather due to much deeper modifications of the medium likely due to changes in the stress field.

43 Li et al. [2006] examined that temporal changes in traveltimes (i.e., \( \tau(t) \)) from repeating earthquakes as well as repeated aftershocks following the 2004 Parkfield earthquake, showing that large traveltime changes were localized on the fault zone not only in the subsurface but also deeper as well (around 10 km depth). They showed that \( \tau(t) \) exhibits a linear trend with elapsed time which is similar to our observation, interpreted as due to the opening of cracks caused by coseismic damage attributed with dynamic rupture of the 2004 Parkfield earthquake. Such cracks are small compared to a seismic wavelength.

Figure 10. (a) Origin time correction values for stations VCA (circles) and RMN (squares) and (b) difference in the origin time correction values, \( \delta t_o \), between these two stations. Solid line indicates the average of \( \delta t_o \).

Figure 11. The 95% confidence regions of probability density for semblance values, \( P_S(q, \theta) \), for phase X1 observed at stations (a) VCA and (b) RMN, as a function of takeoff angle \( \theta \) and azimuth \( \varphi \). Bold dashed contours correspond to the 95% confidence intervals.
On the other hand, we found temporal changes in the waveform itself corresponding to isolated spikes in the decorrelation index and lag time (Figures 4 and 5). Such an isolated spike can be caused by a change in the location of a scatterer or by a velocity reduction near the scatterer [Niu et al., 2003]. Under the interpretation of a single scatterer, the temporal change in the waveform we observe suggests changes in fractures that are comparable in size to a wavelength. Given the 5 Hz dominant frequency of the scattered phases (Figure 9), the detected time-dependent scatterers are likely fractures a few hundred meters in size, corresponding in size to the fault plane of a $M = 4$ earthquake. For another characteristic of the scatterers, namely the dominant $S$-$P$ scattering mode, suggests that the scatterers are fluid-filled fractures rather than dry ones [O'Connell and Budiansky, 1974]. Deep fractures tend to be closed by confining pressure, although fluid-filled fractures have been observed up to nearly 10 km [e.g., Huenges et al., 1997].

[45] We compared the determined locations of time-dependent scatterers with coseismic (Figure 13a) and post-seismic slip distributions (Figure 13b) inverted from GPS and InSAR data [Johanson et al., 2006] and the aftershock distribution [Thurber et al., 2006] of the 2004 Parkfield earthquake. We also calculated Coulomb stress changes based on the coseismic slip model of Johanson et al. [2006], using Coulomb 2.5 [Toda and Stein, 2002]. Note that the coseismic slip includes 1-d of postseismic slip, and 40
to 55% of the coseismic slip could be aseismic [Johanson et al., 2006].

[46] The most prominent time-dependent scatterer for the X1 phase is likely located at the edge of significant coseismic slip (Figure 13a), where a stress concentration is predicted based on a Coulomb stress calculation (Figure 13c), and close to both the maximum in postseismic slip and the hypocenter of the \( M = 5 \) aftershock occurring on 29 September 2004 (Figure 13b). We suggest that this time-dependent scatterer is perturbed by a stress concentration due to coseismic slip which then decays back to the original state through the stress relaxation by postseismic slip, both seismic (aftershocks) and aseismic.

[47] The locations of the other two time-dependent scatterers corresponding to X2 and X3 phases are also in areas of predicted increased Coulomb stress (Figure 13c), which implies that they are also produced by a stress concentration following the 2004 Parkfield earthquake.

The time-dependent scatterer for X2 phase is likely located close to the deepest seismicity at 14 km depth in this region (Figure 13c). In this area, microearthquakes have been observed not only after the 2004 Parkfield earthquake but also in the interseismic period between the 1966 and 2004 Parkfield earthquake [e.g., Waldhauser et al., 2004; Bakun et al., 2005; Thurber et al., 2006]. This aftershock activity should reflect both a static stress concentration due to the coseismic slip as well as help to produce the subsequent stress relaxation near this time-dependent scatterer. Combining the aftershock activity and increased Coulomb stress, we conclude that the time dependence of X2 phase is a response to a coseismic stress perturbation and subsequent stress relaxation.

[48] For the time-dependent scatterer associated with the X3 phase, the depth (17 km) seems to be deeper than a transition depth between the locked zone and the creeping zone. Rolandeone et al. [2004], however, showed that there are temporal changes in the transition depth between the locked and creeping zone following the 1992 \( M = 7.3 \) Landers earthquake based on temporal changes in depth distribution of aftershocks. They found that the aftershock seismicity extended approximately 2 km deeper than seismicity before the Landers earthquake, and suggested that the deepening transition depth is caused by high postseismic stresses and strain rates following the 1992 Landers earthquake.

[49] Following Rolandeone et al. [2004], we examined the temporal change in the depth distribution of seismicity. We estimated two parameters: the depth above which 95% of the earthquakes occur, \( h_{95\%} \), and the average of the deepest 5% of earthquakes, \( h_{5\%} \). We calculated \( h_{95\%} \) and \( h_{5\%} \) for a window including 1000 earthquakes, with a window overlap of 90%. We found a deepening aftershock distribution following the 2004 Parkfield earthquake (Figure 14), by using the relocated aftershock distribution [Thurber et al., 2006]. The depth of the seismic-aseismic transition changes by approximately 2 km, immediately after the 2004 Parkfield earthquake. Combining the deepening aftershock distribution and calculated Coulomb stress, we suggest that the physical mechanism of the time-dependent scatterers for X3 phase is similar to that for X1 and X2 phases.

[50] Seismic velocity reduction due to strong motion and coseismic slip of a main shock should cause an apparent deepening aftershock distribution. Such a reduction in S wave velocity was estimated to be around 1.5% within the fault zone at Parkfield and 0.5% outside the fault zone [Li et al., 2006]. Using the 1.5% value for the entire Parkfield area, an event located beneath Middle Mountain at 10 km depth can be shifted approximately 0.4 km deeper than its true location based on S-P time at station VCA, assuming a Poisson solid, while such apparent deepening of this event would be around 0.1 km for a 0.5% reduction. Since many seismic stations located far from the fault zone were used to relocate the aftershocks [Thurber et al., 2006], we expect that the apparent deepening of event location caused by seismic velocity reduction is around 0.1 km. We therefore conclude that the deepening of postearthquake seismicity is real.

3.2. Fault Zone Rheology

[51] Using the decorrelation index, \( D(t) \), to represent the dissimilarity in waveforms, the temporal variation in \( D(t) \)
was examined by assuming a power law decay of the form, $1/t^p$. We used isolated spikes in $D(t)^{1/2}$ because we expect it to be proportional to stress. We found that its temporal behavior follows a power law with $p = 0.25 \pm 0.05$. Using a cross-correlation method, Baisch and Bokelmann (2001) examined the temporal decay rate of $D(t)$ from repeating earthquakes following the 1989 $M$ 7.1 Loma Prieta earthquake. They showed that the temporal behavior is well explained by a power law decay with $p = 0.2$, corresponding to $p = 0.1$ for $D(t)^{1/2}$. Although the physical model and the location, particularly the depth of the temporal change was not well constrained, they suggested that the temporal change is related to opened cracks caused by the coseismic slip of the 1989 Loma Prieta earthquake.

We also examined the temporal characteristics of the linear trend in lag time, $\tau(t)$, corresponding to seismic velocity changes in the background medium (Figure 4c). We calculated the linear trend in $\tau(t)$ in the $S$ coda in order to avoid the effect of the clipped signals. The vertical component seismograms recorded at station VCA were used to measure the temporal behavior of $\tau(t)$ and the length of time window was 4.0 s from around 1.0 s after the direct $S$ arrival. Assuming a power law decay, the value of exponent $p$ is $0.48 \pm 0.09$. The difference in temporal behavior (i.e., $p$) between isolated spikes in $D(t)^{1/2}$ and linear trends in $\tau(t)$ may be a result of different physical mechanisms. The observed isolated spikes in $D(t)^{1/2}$ following the 2004 Parkfield earthquake should reflect on the stress relaxation process, as we discussed above (section 3.1), while a linear trend in $\tau(t)$ may be more strongly affected by damage and subsequent healing in surficial layers [e.g., Rubinstein and Beroza, 2005; Li et al., 2006].

[53] As we showed earlier (section 2.2), we expect $D(t)^{1/2} \propto \sigma(t)$ and thus are able to evaluate the time evolution of the stress field in the fault zone at seismogenic depth. We can, in principle, constrain the fault zone rheology by comparing the time evolution of $\sigma(t)$ and strain rate, $\dot{\varepsilon}(t)$, based on a power law rheology between $\sigma(t)$ and $\dot{\varepsilon}(t)$ characterized by exponent $n$, i.e., $\dot{\varepsilon}(t) = A H \sigma^n(t)$, where $H$ is a preexponential factor depending on temperature and chemical environment while $H$ is a shear zone thickness [e.g., Evans and Kohlstedt, 1995; Montési, 2004]. For dislocation creep, $n$ ranges from 2 through 4 [e.g., Kirby and Kronenberg, 1987; Hirth and Kohlstedt, 2003], for diffusion creep, $n = 1$, and for frictional sliding, $n \gg 1$ [Montési, 2004]. Freed and Bürgmann (2004) examined the spatiotemporal evolutions of surface deformation following the 1992 $M$ 7.3 Landers and the 1999 $M$ 7.1 Hector Mine earthquakes, showing that a power law rheology model for the mantle with $n = 3.5$ matches well the observed GPS measurements.

[54] We took strain rate, $\dot{\varepsilon}(t)$, to be proportional to GPS velocity, $V_{GPS}(t)$. To evaluate $\dot{\varepsilon}(t)$, we used the 1-d solution for the two horizontal GPS velocities of Landen and Beroza [2006], made use of stations POMM and PKDB which are close to the locations of the time-dependent scatterers (Figure 2). Although GPS velocities can reveal time evolution of deformation with high-temporal resolution, they are most sensitive to shallow deformation. We therefore additionally examined slip rate, $d(t)$, inferred from the recurrence intervals of repeating earthquakes [Nadeau and McEvilly, 1999, 2004], as a proxy for strain rate at greater depth.

[55] We made use of a cluster of repeating earthquakes at 5 km depth whose location is near that of the time-dependent scatterers (Figure 2). We found that the temporal behaviors of strain rates measured at the surface (i.e., $V_{GPS}(t)$) and at depth (i.e., $d(t)$) are similar to each other (Figure 15). Assuming a power law decay, the exponent of $p$ values for $d(t)$ is $p = 0.8$, while these values for $V_{GPS}(t)$ range from 0.8 to 1.0. Given this similarity, we thus assumed that the time evolution of strain rate deeper than 10 km, where time-dependent scatterers are located, is similar to that reflected in $V_{GPS}(t)$. Estimated $p$ values for $\dot{\varepsilon}(t)$ is approximately 3–4 times larger that one for $D(t)^{1/2}$.

[56] Combining $D(t)^{1/2} \propto \sigma(t)$ and $V_{GPS}(t) \propto \dot{\varepsilon}(t)$ into $\dot{\varepsilon}(t) = A H \sigma^n(t)$, we obtain $V_{GPS}(t) = \gamma AH D(t)^{n/2}$ for constant $\gamma$, and then can determine stress exponent, $n$, by taking logarithm,

$$\log V_{GPS}(t) = \log C + \frac{n}{2} \log D(t),$$

where $C$ is the product of $A$, $H$, and $\gamma$. We determined the best fitting $n$ (and $C$) using a simultaneous inversion approach with the assumption that all three phases for stations VCA and RMN have the same value of $n$, but with
different constant, $C$. We additionally estimated the confidence interval using a bootstrap technique [Efron and Tibshirani, 1993] where a subsampled data set is randomly sampled with replacement from the original data set. This process was repeated 1,000 subsamples and we estimated the 95% confidence interval for $n$, based on the standard deviation of these 1,000 subsamples. We used $V_{GPS}(t)$ of two horizontal components at stations POMM and PKDB and $D(t)^{1/2}$ of the three time-varying phases (X1, X2, and X3) for the estimation of $n$.

[57] The estimated value of $n$ is 2.5 (Figure 16) and its 95% confidence interval is 1.6–3.3. Our result for $n$ implies that the fault zone rheology at the bottom of the seismogenic zone in the Parkfield segment can be characterized by ductile creep, rather than frictional sliding, for which a larger value of $n$ would be expected [Montési, 2004]. The three phases and two stations also allow us to make 6 independent estimates of the stress exponent $n$. We found that these estimates range from 1.7 to 3.1. These values are consistent with each other within the uncertainties and thus do not exhibit detectable depth dependence. In addition, this similarity also suggests that our assumption that $D(t)^{1/2}$ is proportional to stress, is valid.

[58] We finally discuss the observable range of $n$ for our data set. We defined the noise level of $D(t)^{1/2}$ as the minimum observed value of $D(t)^{1/2}$ for the entire time period that we have analyzed. These minimum values are 0.08 and 0.05 for stations VCA and RMN, respectively. After an elapsed time of 26 d following the 2004 Parkfield earthquake, when a repeating earthquake in the SE sequence was detected, the observed values of $D(t)^{1/2}$ for stations VCA and RMN are about a factor of 5 higher than their noise levels (Figure 16). We can thus clearly distinguish between $n = 2.5$ and a lower value of $n$ expected by the noise levels.

[59] The minimum value of $n$ we could detect is probably $n \sim 1$. At this same period of time (26 d), the predicted $D(t)^{1/2}$ for $n = 1$ is about 0.05, which is comparable to the noise levels. We, however, expect that our estimation in the noise level is conservative because the estimated noise levels could still include real signal. Thus the signal-to-noise level is likely higher than our estimation, and therefore we would expect that $n \sim 1$ is probably detectable with our data set. On the other hand, detection of $n \gg 1$ should be easy, since it corresponds to the slow decay of $D(t)^{1/2}$. We conclude that our data set is indeed capable of detecting $n$ ranging from $n \sim 1$ to $n \gg 1$.

4. Conclusions

[60] We have observed temporal changes in the scattered wavefield that was closely associated with the 2004 Parkfield earthquake, by using repeating earthquakes in SAFOD target sequences. These temporal changes were seen until 4 months after the 2004 Parkfield earthquake. After that, the observed waveforms are nearly identical to those before the 2004 Parkfield earthquake. We interpret these time-dependent scatterers as fluid-filled fractures
whose size is a few hundred meters, based on the dominant S-P scattering mode and characteristics frequency of 5 Hz.

[61] We located time-dependent scatterers based on a source array analysis. The locations of time-dependent scatterers were well constrained, especially their depths, by combining slowness vectors and traveltimes of the scattered phases. The scatterers are likely located in the fault zone and close to Middle Mountain with depths greater than 10 km. They are thus likely related to changes in the seismogenic properties of the fault, rather than to shallow damage produced by coseismic shaking.

[62] As a possible physical mechanism of the time-dependent scatterers, we suggest that they are caused by localized stress changes due to the coseismic slip of the 2004 Parkfield earthquake, based on the calculated Coulomb stress change. In other words, we conclude that the changes are stress-induced. The most dominant time-dependent scatterer, X1, is located close to significant coseismic slip, as well as the maximum postseismic slip, and the location of a large M = 5 aftershock. This suggests that this time-dependent scatterer is produced by a stress concentration that was created by the coseismic slip and then subsequently decayed through both seismic and aseismic stress relaxation.

[63] We propose that the square root of the decorrelation index, \( D(t)^{1/2} \), following the 2004 Parkfield earthquake, is linearly related to stress at depth, and can thus be used to constrain fault zone rheology, by combining stress with a strain rate estimated from GPS velocity. Assuming a power law rheology model, \( \Sigma(t) = \alpha \sigma^n(t) \), we estimated the stress exponent, n, ranging from 1.6 through 3.3, which suggests that the rheology at the base of the seismogenic fault zone in the Parkfield segment of the San Andreas Fault can be characterized by dislocation creep.
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