Accurate focal depth determination of oceanic earthquakes using water-column reverberation and some implications for the shrinking plate hypothesis
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A B S T R A C T

Investigation of oceanic earthquakes is useful for constraining the lateral and depth variations of the stress and strain-rate fields in oceanic lithosphere, and the thickness of the seismogenic layer as a function of lithosphere age, thereby providing us with critical insight into thermal and dynamic processes associated with the cooling and evolution of oceanic lithosphere. With the goal of estimating hypocentral depths more accurately, we observe clear water reverberations after the direct P wave on teleseismic records of oceanic earthquakes and develop a technique to estimate earthquake depths by using these reverberations. The Z–H grid search method allows the simultaneous determination of the sea floor depth (H) and earthquake depth (Z) with an uncertainty less than 1 km, which compares favorably with alternative approaches. We apply this method to two closely located earthquakes beneath the eastern Pacific. These earthquakes occurred in ∼25 Ma-old lithosphere and were previously estimated to have similar depths of ∼10–12 km. We find that the two events actually occurred at dissimilar depths of 2.5 km and 16.8 km beneath the seafloor, respectively, within the oceanic crust and lithospheric mantle. The shallow and deep events are determined to be a thrust and normal earthquake, respectively, indicating that the stress field within the oceanic lithosphere changes from horizontal deviatoric compression to horizontal deviatoric tension as depth increases, which is consistent with the prediction of lithospheric cooling models. Furthermore, we show that the P-axis of the newly investigated thrust-faulting earthquake is perpendicular to that of the previously studied thrust event, consistent with the predictions of the shrinking-plate hypothesis.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Depth estimates of oceanic earthquakes have been useful in the investigation of many problems of tectonophysics: depth extent of the seismogenic layer in intraplate settings (Okal et al., 1980; Bergman and Solomon, 1980; Wiens and Stein, 1983) and the corresponding limiting temperature above which earthquakes do not nucleate (McKenzie et al., 2005), along mid-ocean ridges (Huang and Solomon, 1988), along transform faults (Engeln et al., 1986; Bergman and Solomon, 1988), and along the outer rise of trenches.

Source mechanisms of intraplate oceanic earthquakes have been used to infer the state of stress of the lithosphere (e.g., Sykes and Sbar, 1974; Stein and Okal, 1978; Wiens and Stein, 1983; Bergman and Solomon, 1984; Zoback et al., 1989). Sykes and Sbar (1974) studied focal mechanism solutions of earthquakes occurring off the mid-ocean ridge axis using P-wave first motion data, and found that most earthquakes occurring in oceanic lithosphere older than ∼15 Ma indicate thrust faulting while those observed in the younger oceanic lithosphere indicate normal faulting. This change in focal mechanism was interpreted as a stress state transition from ridge axis (horizontal deviatoric tensional) to intraplate stress (horizontal deviatoric compressional) regime. Wiens and Stein (1984), however, found mixed types of earthquake mechanisms occurring in oceanic lithosphere between 3 and 35 Ma and concluded that there is a no general tensional-to-compressive stress transition in the oceanic lithosphere. On the other hand, different types of earthquake mechanisms observed for the same lithospheric age have different focal depth (Bergman and Solomon, 1984; Wiens and Stein, 1984), indicating that there is a stress state change with depth. These are now interpreted as
being due to depth-dependent stress and strain. Numerical modeling also suggests that the stress field within the lithosphere varies systematically and significantly with depth. The upper and the lower competent lithosphere are in horizontal deviatoric compression and tension, respectively (Parmentier and Haxby, 1986; Wessel, 1992). These investigations have helped to establish the role of thermo-elastic stresses in the evolution of oceanic lithosphere (Parmentier and Haxby, 1986; Wessel, 1992).

Recently, source mechanisms of oceanic intraplate earthquakes and their depth dependence have come under renewed interest because of the hypothesis that horizontal thermal contraction of the lithosphere may lead to measurable non-rigidity of oceanic plates (Kumar and Gordon, 2009; Kreemer and Gordon, 2014; Mishra and Gordon, submitted for publication). Kumar and Gordon (2009) estimate that vertically averaged strain rates due to thermal contraction vary as \( \sim t^{-1} \), where \( t \) is the age of the lithosphere, with vertically averaged horizontal contraction rates ranging from \( 10^{-5} \text{ Ma}^{-1} (3 \times 10^{-19} \text{ s}^{-1}) \) to \( 2 \times 10^{-2} \text{ Ma}^{-1} (5 \times 10^{-16} \text{ s}^{-1}) \) (Kumar and Gordon, 2009; Mishra and Gordon, submitted for publication). Such strain rates accumulated across the Pacific plate may sum to significant displacement rates (\( \sim 2 \text{ mm a}^{-1} \)), which are non-negligible in estimating global plate velocity (Kumar and Gordon, 2009; Kreemer and Gordon, 2014). This has caused renewed interest in the deformation of oceanic lithosphere, including that manifested in earthquakes. Because of the expected depth dependence of earthquake mechanisms, one cannot simply look at the epicenters associated with focal mechanisms or centroid-moment tensors—one must also know the depth of the event. It is therefore appropriate to seek methods to obtain more accurate estimates of the depths of oceanic earthquakes, which are thought to have uncertainties of \( \pm 1 \) km or more (Bergman and Solomon, 1984; Wiens and Stein, 1984).

The tradeoff between earthquake origin time and focal depth is a well known problem in hypocentral inversion. One of the most reliable ways of constraining focal depths is to identify the depth phases (\( \text{pP} \) and \( \text{sP} \)) and add their arrival times in the inversion. Many methods have been developed to improve the identification of depth phases in seismograms, from simple stacking technique using array data (e.g., Key, 1968) to more sophisticated techniques, such as the F-detector technique proposed by Heyburn and Bowers (2008). The above routine depth-phase method, however, works only when the depth arrivals are located outside the source time window such that they can be robustly picked. Assuming a source time function of 5 s, the minimum source depth that can be constrained with the routine depth-phase method is \( \sim 15 \) km. Chu et al. (2009) developed an iterative waveform fitting method to determine earthquake focal depths and source time functions using teleseismic P waves. This method, however, requires full knowledge of the moment tensor solutions of earthquakes, which could be difficult to obtain for intermediate-size earthquakes (\( \sim \text{M}5.0 \)). It also becomes increasingly challenging to isolate the depth phases from the direct P wave since their ray parameters are nearly identical to the direct P wave when earthquakes occur at depths shallower than 5 km. The CAP (cut-and-paste) is another widely used method, which uses regional waveform data to search for the optimum focal mechanism and hypocentral depth (Zhao and Helmberger, 1994; Zhu and Helmberger, 1996). This method also requires a source time function, which is difficult to obtain when the direct P and the depth phases are mixed in the case of shallow earthquakes.
Earthquake detection is challenging in the oceans due to the lack of local seismic stations, the presence of swell-generated noises, and high attenuation near the hypocentral region. From only P-wave arrival time data from teleseismic stations, the focal depth is in many cases poorly constrained. For example, Mendiguren (1971) studied an intraplate earthquake occurring on November 25, 1965 with an origin time of 10:50:40.2 and epicenter of 17.1°S and 100.2°W. The focal depth was estimated to be ~45 km by USGS, and 143 ± 24 km by ISC.

The depth-phase series of oceanic earthquakes are more complicated because of the existence of the water column above the sea floor (Fig. 1a). As shown in Fig. 1, P-wave reflections at the sea floor (pP) and ocean surface (pwP) are expected to have a comparable amplitude. In addition to these two reflections, multiple reflections between sea floor and sea surface, which are referred to as pwP_{n+1}P (n = 1, 2, . . .) (Fig. 1b), are also expected to arrive periodically in time after the single reflections with alternately reversed polarity and decreasing amplitudes. Hereinafter we refer to all the sea surface reflections as water column reverberations (WCRs), including the single (pwP) and multiples pwP_{n+1}P. These depth phases have been used to improve estimates of earthquake focal depths (e.g., Mendiguren, 1971; Okal et al., 1980; Stewart and Helmberger, 1981). For the earthquake mentioned above, Mendiguren (1971) was able to identify at least three clear arrivals after the direct P on several teleseismic recordings. If the second and third arrivals after P are assumed to be pP, then the corresponding focal depths would be approximately 40 and 70 km, respectively, which are inconsistent with the observed amplitudes of the Love and Rayleigh waves. By assuming the three later arrivals to be pP, pwP, and pwP_{n+1}P, he obtained a focal depth of 13 km, which agrees with surface wave data. Another possibility, which was not discussed by Mendiguren (1971), is that the observed three later arrivals could be pwP, pwP_{n+1}P, and pwP_{n+2}P if the focus of the earthquake is shallow enough that the pP arrival is located within the P-wave time window.

Herein we systematically investigate the characteristics of the pP, sP, and pwP_{n+1}P with synthetic data to determine whether the first later arrival is the pP, sP, or pwP phase. We then introduce a grid-search based algorithm to search for the optimal focal depth, Zs (measured from the water surface), and water layer thickness, H, by maximizing the summed amplitude of the WCRs after polarity corrections. Hereinafter we refer to this grid search technique as the Z–H analysis, where Z is the focal depth measured from the ocean floor. We apply Z–H analysis to two sets of synthetic seismograms computed with a hypocenter located inside the oceanic crust and upper mantle, respectively. We then employ the Z–H grid search method to relocate two oceanic earthquakes occurring east-southeast of the Tuamotu Archipelago on the Pacific plate with teleseismic data. We obtain focal depths that we expect to be more accurate than those obtained by other methods. The relocated focal depths differ significantly from routine estimates and provide new information on deformation and stress state in the Pacific plate. In particular, we show that normal faulting occurred 16.8 km beneath the seafloor, consistent with the mechanism and depth of a previously investigated nearby event. We furthermore show that a thrust event occurred in the crust, but with fault planes nearly orthogonal to a previously investigated nearby earthquake, an observation consistent with the shrinking plate hypothesis of Kumar and Gordon (2009).
As shown in the schematic synthetic seismogram in Fig. 1b, the later arrival sequence can consist of up to three arrivals (pmp, pP, and pwp) with similar polarity if the oceanic earthquake is deep enough. The first multiple (pwp) is then identified to be the next one showing an opposite polarity (Fig. 1c). Once the WCRs are identified, we use the grid search described below to find the optimum focal depth.

2.2. Z–H grid search

As shown in Fig. 1a, we first discretize the oceanic lithosphere in the source side by a stack of layers with constant P- and S-wave velocities. We assume that pP and WCRs travel with ray parameters identical to the direct P wave. In this case, the traveltime of pP and pwp, relative to P can be written as:

$$
\delta t_{pP} = 2 \sum_{i=1}^{N} \frac{H_i \cos \theta_i}{\alpha_i},
$$

$$
\delta t_{pwp} = 2 \sum_{i=1}^{N} \frac{H_i \cos \theta_i}{\alpha_i} + 2n \frac{H_w \cos \theta_w}{\alpha_w},
$$

where \( \alpha_i, H_i, \) and \( \theta_i \) are the P-wave velocity, layer thickness, and the incident angle in the ith layer with w indicating the water layer. The hypocenter is located at the bottom of the Nth layer, and thus the focal depth is \( Z = \sum_{i=1}^{N} H_i \), measured from the seafloor.

We stack the first three WCRs, which usually have good signal-to-noise ratio (SNR), to search for the optimum focal depth, Z (measured from ocean floor), and water column thickness, H, that maximize the stacked amplitude given by the following equation:

$$
S(Z, H) = \frac{C(Z, H)}{3\tau} \sum_{i=-\tau/2}^{\tau/2} \left\{ d(t_{pwp} + i\Delta t) - d(t_{pwp} + i\Delta t) + d(t_{pwp} + i\Delta t) \right\}.
$$

Here, \( d(t) \) is the time sequence representing either an individual seismogram or a stacked trace of array records. \( \Delta t \) is the sampling interval, \( \tau \) is the signal window length, and \( C(Z, H) \) is the averaged cross correlation between pairs of the three WCRs after polarity correction, \( t_{pwp}, t_{pwp}, \) and \( t_{pwp} \). The are the computed relative traveltimes of the first three WCRs corresponding to source and water depths, Z and H, respectively. Considering the negative polarity of the second reverberation, we assign a negative sign to it in the summation.

2.3. Synthetic tests

We generate synthetic waveforms using the modified Thomson-Haskell propagator matrix method developed by Wang (1999). The velocity model consists of an oceanic crust with a 4-km water layer over a 6-km crust in the source side, and a continental crust in the receiver side. The continental crust and mantle velocities are taken from the iasp91 model (Kennett and Engdahl, 1991), while the velocities of the oceanic crust are listed in Table 1. We compute the synthetic seismograms for two earthquakes with focal depths of 7 and 15 km (below sea level), respectively, at distances between 59° and 60° with an increment of 0.1° (Figs. 2a and 2b). Given the Moho on the source side of 10 km below the sea level, they represent crustal and upper mantle earthquakes, respectively. We first align all the seismograms at the first trough of the P wave and then linearly stack all the synthetic seismograms to generate a high SNR teleseismic record (red traces in Fig. 2).

We then apply the Z–H grid search method using the stacked synthetic seismogram to search for the optimal focal depth (in the range of 0–21 km with an increment of 0.01 km) and sea floor...
Table 1
Model parameters for the synthetic test.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Source side</th>
<th>Receiver side</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Thickness (km)</td>
<td>Thickness (km)</td>
</tr>
<tr>
<td>Water</td>
<td>4.00</td>
<td>1.50</td>
</tr>
<tr>
<td>Crust</td>
<td>6.00</td>
<td>6.30</td>
</tr>
<tr>
<td>Mantle</td>
<td>iasp91 mantle</td>
<td>iasp91 mantle</td>
</tr>
</tbody>
</table>

Fig. 4. Maps showing the geographic locations of the two oceanic earthquakes (white and green stars in (a)), the broadband stations used for locating the 07/11/2004 (red triangles in both (a) and (b)) and 10/15/1997 events (yellow triangles in (a) and black triangles in (c)), as well as the sea floor age around the two events (d). (a) Color contour represents the bathymetry and topography with a scale shown in the lower part of the map. (d) The dots within the shaded area of the 10/15/1997 focal sphere indicate the upward first motion observed at teleseismic stations. C1 and C2 refer to the two earthquakes studied by Okal et al. (1980), and e83 refers to the earthquake investigated by Wiens and Stein (1984).

Depth (in the range of 3–5 km with an increment of 0.01 km). During the grid search, we set the Moho boundary at 10 km below sea level, which is indicated as the vertical white lines in Fig. 3. We set the P-wave velocity to be 8.04, 6.30 and 1.50 km/s for the mantle, crust, and seawater, respectively. These values are identical to those used in the forward modeling. For the crustal earthquake, the resulting focal and seafloor depths are 7.04 and 3.99 km (Fig. 3a), respectively. Both are near the true depths, 7.00 and 4.00 km. For the upper mantle earthquake, the resulting focal and sea floor depths are 14.91 and 4.00 km (Fig. 3b), respectively.
The former is near the input value of 15 km while the latter is the exact input value.

3. Application: data and analysis

We avoid the use of earthquakes in the Indian Ocean, at one time regarded as intraplate events, but many of which are now recognized as evidence of deformation in diffuse oceanic plate boundaries (Wiens et al., 1985; Gordon et al., 1990; Royer et al., 1997; Royer and Gordon, 1997; Gordon and Houseman, 2015). Thus, we focus instead on the Pacific plate in regions where we believe the earthquakes are truly intraplate. Okal et al. (1980) investigated the intraplate seismicity of the South-Central Pacific plate using the 15-station French Polynesia Seismic Network for the interval of January 1, 1965 to December 31, 1979. They found that two or more earthquakes with body-wave magnitudes > 5.0 occurred in each of three localities, which they termed regions A, B, and C. Herein we focus on region C, located east-southeast of the Tuamotu Archipelago, where Okal et al. (1980) investigated 6 events with $m_b \geq 5.1$. They reported mechanisms for two events, a thrust event with a depth below the seafloor of 5 km and a strike-slip event with a depth less than 5 km. The other events also likely had depths less than 5 km below the seafloor (Okal et al., 1980). In contrast, Wiens and Stein (1984) investigated a nearby 1983 earthquake with a normal faulting mechanism and found a depth of 17 km below the seafloor.

Here we apply the $Z-H$ search to waveform data of two oceanic earthquakes in ~25 Ma old lithosphere near region C (Fig. 4a). The 10/15/1997 event lies about 300 km southwest of region C and the 07/11/2004 lies just north of region C near the event studied by Wiens and Stein (1984). Details of the origin time, hypocenter, and magnitude of the two events are listed in Table 2.

Table 2

<table>
<thead>
<tr>
<th>Origin time</th>
<th>Epicenter</th>
<th>$M_w$</th>
<th>Depth (km)</th>
<th>Focal mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>Time</td>
<td>Lat.</td>
<td>Lon.</td>
<td>PDE</td>
</tr>
<tr>
<td>10/15/1997</td>
<td>20:23:11.05</td>
<td>−21.468°</td>
<td>−129.856°</td>
<td>5.2</td>
</tr>
<tr>
<td>07/11/2004</td>
<td>23:46:12.48</td>
<td>−20.235°</td>
<td>−126.911°</td>
<td>6.1</td>
</tr>
</tbody>
</table>

The observed seismograms of the 10/15/1997 (a, left) and 07/11/2004 earthquakes (b, right) are plotted as a function of epicentral distance. The red and blue traces shown at the bottom respectively are the linear stacks of the observed and synthetic seismograms of each event. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
further linearly stack all the seismograms for the Z–H analysis. The stacked seismograms are shown in red in Fig. 5, which clearly show several later arrivals with alternating polarity, indicative of WCRs.

4. Results and discussion

We apply the Z–H grid search to the linearly stacked waveforms of the two events shown in Fig. 5 with search-parameter limits similar to those used in the synthetic data analysis: 0–21 km for Z and 3–5 km for H. The grid spacing is set to 0.01 km for both directions. In computing the relative travel times of the reverberations, we also assume a Moho depth of 10 km beneath sea level, and set the P-wave velocity to be 8.04, 6.30 and 1.50 km/s respectively for the mantle, crust, and seawater.

The Z–H search results of the two events are shown in Fig. 6a, the resulting (Z, H) are (2.50 ± 0.15, 4.00 ± 0.01) and (16.80 ± 0.41, 3.98 ± 0.05) km respectively for the 10/15/1997 and 07/11/2004 events. The uncertainties shown here are calculated based on a bootstrap method (Efron and Tibshirani, 1986). The estimated water depths are consistent with the depths of ETOPO1 (Amante and Eakins, 2009), which indicates ocean depths of 4.00 and 3.79 km beneath the two epicenters. Thus it is likely that the 10/15/1997 earthquake occurred in oceanic crust, while the 07/11/2004 event ruptured in mantle lithosphere.

The forward modeling of the Z–H analysis depends on the assumed values of crustal velocity (Vc), mantle velocity (Vm), Moho depth (Zm), and ray parameter or the takeoff angle (θt) of the WCRs. We investigated whether errors in these parameters can significantly affect the estimated Z and H by computing reflectivity synthetics with the model listed in Table 1. In the forward modeling of the Z–H analysis, we employ a variety of velocity models in computing the reverberation traveltimes. For each model, we change the value of only one parameter, Vc, Vm, and θt are perturbed around their true values by ±5% with an increment of 0.2%, and Zm is set in the range of 8–12 km with an interval of 0.1 km. Fig. 7 shows the difference between the recovered and input focal depth due to errors in the four parameters. In general, errors in the estimated focal depth Zs associated with uncertainties in the reference velocity model are less than 1 km.

In the schematic synthetic seismogram shown in Fig. 1b, we have ignored the sP depth phase, which is an S–to-P converted phase at the sea floor. In general, the S–to-P transmission coefficient at the sea floor for an upcoming S wave is small (Aki and Richards, 1980). Therefore it is impossible for sP to generate reverberations (spwP) inside the water. If there are multiple arrivals after the direct P wave with alternating polarity, then they must be the WCRs resulting from the upcoming P wave (pP). Thus equation (1) is always correct in computing the traveltimes of the multiples even in the presence of a strong sP phase.

In principle, earthquake focal depths can be constrained by careful waveform modeling when the focal mechanism solutions of earthquakes are known (Chu et al., 2009). The focal mechanism solutions of oceanic earthquakes of intermediate size are, however, difficult to obtain due to the lack of local seismic records and to the lower SNR of teleseismic data. The conventional depth-phase method, on the other hand, relies on the robust identification of the depth phases, which is impossible for shallow earthquakes. Our method does not require the full knowledge of earthquake focal mechanisms, and utilizes the travel time of the WCRs, instead of the regular depth phases (pP and sP). Thus we expect it to be more useful for locating shallow oceanic earthquakes of intermediate size when teleseismic array data are available.

The focal depth of the 10/15/1997 and 07/11/2004 events in the PDE catalog respectively are 10.0 and 12.1 km, and the EHB (Engdahl et al., 1998) relocated depths of the two events respectively are 10.0 and 12.9 km. Both suggest that the two earthquakes initiated at roughly the same depth. On the other hand, the two epicenters are ~335 km apart from each other, and the lithosphere has an age difference of 2 Ma (Fig. 4d). With the PDE focal depth, the difference in focal mechanism of these two earthquakes can only be attributed to the slight age difference or other farfetching explanations. With our relocated focal depth, the difference in focal mechanism can also be related to the depth dependence of the stress field because the 07/11/2004 earthquake occurred at a much greater depth than the 10/15/1997 event.

The global CMT catalog (Dziewonski et al., 1981; Ekstrom et al., 2012) shows that the 07/11/2004 earthquake has a normal faulting mechanism (Fig. 4d), indicating that the oceanic lithosphere is in a stress regime characterized by horizontal deviatoric tension approximately parallel to the age gradient (i.e., perpendicular to the ancient ridge axis). The depth and mechanism are similar to the nearby event analyzed by Wiens and Stein (1984) (Fig. 4d).

The 10/15/1997 Ms 5.3 event was excluded from the global CMT catalog because of its low magnitude. We determine its double-couple focal mechanism using teleseismic data with the CAPjoint software package (Chen et al., 2015) (Table 2, Fig. 4d). Because of its low magnitude (Mw 5.2), there are few shear wave-
5. Conclusions

We develop a new technique for the accurate determination of the focal depth of oceanic earthquakes using water column reverberations recorded at teleseismic distances. Numerical tests suggest that the method is insensitive to the reference velocity model and can robustly recover the input focal depth of various types of earthquakes occurring at different depths inside oceanic lithosphere with an uncertainty less than 1 km. We apply this technique to the teleseismic records of two earthquakes that occurred east-southeast of the Tuamoto Archipelago on 10/15/1997 and 07/11/2004 with a PDE focal depth of ~10 and ~12 km, respectively. The estimated focal depths of the two events are 6.5 and 20.8 km below sea level, indicating that they occurred respectively in the oceanic crust and uppermost mantle. The shallow and deep events exhibit a thrust and normal faulting mechanism, respectively, which is consistent with a depth varying stress field predicted from lithospheric cooling models. Moreover, our new thrust mechanism together with prior published mechanisms suggests that the crust in this region is being shortened in two perpendicular horizontal directions. In any event, the Z-H grid search method offers greater precision and accuracy than most cases when the water reverberations are not used.
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