Hydraulic Injection-Induced Velocity Changes Revealed by Surface Wave Coda and Polarization Data at a Shale Play Site in Southwest China

Yan Zhang1,2, Fenglin Niu1,3, Kai Tao3, Jieyuan Ning4, Haichao Chen3, and Youcai Tang3

1Institute of Theoretical and Applied Geophysics, Peking University, Beijing, China, 2Department of Earth, Environmental and Planetary Sciences, William Marsh Rice University, Houston, TX, USA, 3State Key Laboratory of Petroleum Resources and Prospecting and Unconventional Petroleum Research Institute, China University of Petroleum at Beijing, Beijing, China

Abstract We investigated temporal variations of seismic wave velocity associated with hydraulic fracturing using Green's functions computed from ambient noise data. In October and November of 2014, we set up a broadband array at a shale play site inside the Sichuan basin where a pilot horizontal drilling and hydraulic injections were conducted. We first computed cross-correlation functions using continuous data recorded by 21 three-component broadband sensors deployed around the treatment well. We then employed a running window correlation-based coda wave interferometry technique to measure apparent velocity changes from the daily Green's functions of all the station pairs in the frequency range of 1 to 3 Hz. We found significant velocity changes right after the hydraulic fracturing, which exhibited a clear direction-dependent pattern. Wave velocity along raypaths parallel to the well trajectory showed a clear increase while those perpendicular exhibited a small decrease. The anisotropic changes in seismic velocity observed here were also confirmed from surface wave horizontal particle motion data. By comparing our observations with normal stress changes calculated with a half-space elastic model, we speculate that stress changes induced by the hydraulic fracturing were likely to be responsible for the observed anisotropic changes in seismic velocity. Our results suggest that time-lapse seismic imaging with ambient noise data provides a promising probe for monitoring geomechanical changes related to exploitation of unconventional oil and gas resources.

1. Introduction

Hydraulic fracturing is one of the key techniques employed by the energy industry to enhance rock permeability and reservoir drainage to efficiently exploit an unconventional hydrocarbon reservoir. Tens of thousands of cubic meters of water and thousands tons of sand are injected into the reservoir to create a connected fracture network, which induces large numbers of microseismic events of low magnitude (Warpinski et al., 2014). The microseismic events are commonly used to determine fracture geometry and to define the so-called stimulated reservoir volume (SRV) of the hydraulic treatment (Chen et al., 2018; Maxwell et al., 2010). The large volume injection and the created fractures are likely to directly alter reservoir structure, resulting in significant changes in seismic properties of the reservoir, such as velocity, attenuation, and anisotropy, which have been shown by active source time-lapse (4-D) seismic imaging (e.g., Byerley et al., 2018; Meek et al., 2017).

Hydraulic injection is also expected to change the subsurface stress state in the reservoir and the surroundings, including the overburden rock. Many laboratory studies indicated that seismic velocities of crustal rocks change slightly with the stress level they are subjected to at low confining pressure (e.g., Birch, 1960; Nur & Simmons, 1969; Scholz, 1968). Such dependence is attributed to the opening/closing of microcracks due to changes in the stress normal to the crack surface. The measured velocity-stress sensitivity, which is defined as \( \eta = d\ln V/d\sigma \) (Silver et al., 2007), where \( d\ln V \) and \( d\sigma \) are perturbations of fractional velocity and confining pressure, varies from \( 10^{-7} \) to \( 10^{-9} \) Pa\(^{-1} \) depending on the crack density, which decreases rapidly with depth. If the injection-induced stress changes are in the range of tens to hundreds of kilopascals within the reservoir overburden, then we would expect measurable velocity changes even at the surface. Indeed, repeated active
source experiments indicated that similar path P waves traveling through the overburden above compacting reservoirs at the Ekofisk Field of the North Sea showed clear differences in travel time (Guilbot & Smith, 2002). Reservoir geomechanical modeling (Herwanger & Horne, 2009) suggested that injection and production induced stress change can lead to anisotropic deformation of the reservoir and surrounding rock, which is likely to cause direction-dependent changes in seismic velocity and attributes. Angerer et al. (2000) observed a 10% change in shear wave anisotropy from a 4-D three-component (3C) survey recorded before and after CO2 injection in a fractured dolomite reservoir in Vacuum Field, New Mexico.

Most 4-D seismic imaging conducted by the energy industry used at least two active source datasets acquired by similar source-receiver configuration at different times. The repeating data acquisition is the key to ensure that any observed changes in seismic data from different surveys reflect changes in the medium, rather than changes associated with source or receiver configurations. Recently, continuous records of ambient noise have become effective sources to monitor temporal changes of the subsurface velocity field (e.g., Brenguier et al., 2008; Cheng et al., 2010; Obermann et al., 2013; Sens-Schönfelder & Larose, 2010). The ambient noise field can be largely approximated by a diffuse field, and the Green’s function between two seismic stations can be obtained from the cross correlation of the field (e.g., Lobkis & Weaver, 2001; Shapiro et al., 2005; Snieder, 2004). Many ambient noise studies based on ballistic or coda surface waves have revealed significant temporal changes of seismic velocities associated with the occurrence of earthquakes (Brenguier et al., 2014; Cheng et al., 2010; Froment et al., 2013), volcanic deformation (Brenguier et al., 2008; Sens-Schönfelder & Wegler, 2006), and various nontectonic processes such as precipitation, thermoelastic strain, and reservoir exploitation (Chen et al., 2014; Hillers, Ben-Zion, et al., 2015; Hillers, Husen, et al., 2015; Hillers et al., 2020; Lecocq et al., 2017; Meier et al., 2010; Obermann et al., 2015; Sánchez-Pastor et al., 2019).

While it is less frequently used in 4-D seismic imaging by the oil and gas industry, the ambient noise-based techniques have been demonstrated to be capable to identify velocity changes within the overburden of reservoirs at various oil fields induced by hydraulic injection and hydrocarbon production (Corciulo, Roux, Campillo, & Dubucq, 2012; Delatère & Manceau, 2013; De Ridder & Biondi, 2013; Mordret et al., 2014). Corciulo, Roux, Campillo, Dubucq, et al. (2012) developed an instantaneous phase variation technique and applied it to a dense geophone array installed over an ~0.8-km-sided square area above an oil and gas exploration field. The measured relative velocity variations (δv/v) ranged from −0.15% to 0.1% over a 5-day period, which were speculated to be related to the ongoing production activities. It was, however, unclear how velocity perturbations were distributed within the square area and whether the observed velocity perturbations were caused by direct structural alteration or induced by stress changes. Mordret et al. (2014) computed Green’s functions using ambient noise data recorded by the dense Valhall Life of the Field Seismic network with 2,320 sensors in the North Sea in two different periods, 2004 and 2005. For each station pair, they further obtained velocity changes from the ballistic surface waves computed from the 2004 and 2005 records. Finally, they applied the eikonal tomography and obtained lateral variation map of δv/v, which clearly showed a velocity increase of up to 0.08% in the southern part of the overburden. The velocity increase was attributed to the exploitation in the southern flank of the Valhall reservoir. If the subsurface stress field caused this increase, then it is likely that this part of the overburden underwent compression between 2004 and 2005.

Tanimoto (2004) showed that surface waves propagating in an azimuthally anisotropic medium are expected to have nonlinear horizontal particle motions with azimuth-dependent polarization directions. Numerical investigation of Saade et al. (2015) found that azimuth seismic anisotropy can induce large variations in the horizontal polarization of surface waves, which can be measured by the nine-component cross-correlation tensor (CCT) computed from ambient noise recorded by 3C sensors. Durand et al. (2011) observed a coseismic change of polarization directions, which varied strongly with station locations, measured from the 3C High Resolution Seismic Network (HRSN) associated with the Parkfield 2004 earthquake.

The present study is the part of seismic monitoring experiment conducted in the Changning-Weiyuan National Shale Gas Demonstration Zone inside the Sichuan basin in southwest China (Chen et al., 2018). Both short-period and broadband sensors were installed in borehole and surface with a variety of configurations to explore the most effective means in monitoring microearthquakes induced by hydraulic injections. Zuo et al. (2018) computed 3C cross correlograms of ambient noise data recorded by a 3C
vertical array installed in a shallow borehole (~300 m deep) at the site. They extracted clear $P$ and $S$ waves propagating vertically along the shallow borehole (surface to ~200 m) from the cross correlograms. They found that the shale play site has a strong azimuthal anisotropy depending on the polarization direction of the vertically propagating $S$ waves, and the amplitude of seismic anisotropy dropped as much as 9% during a 19-stage hydraulic fracturing that lasted for 13 days. The measurement of Zuo et al. (2018) represents one particular point of the overburden above the hydraulic injection, while this study intends to extend this one-point measurement to the entire overburden above the horizontal well by using waveform data recorded by a 2-D surface broadband array.

In this study, we first used the continuous records of 21 broadband stations deployed over a circular area of ~5 km in diameter to compute surface wave Green's functions. We then employed a running window correlation-based coda wave interferometry technique (Snieder, 2006) to compute the temporal changes in seismic velocity across the array. The measured velocity changes showed a strong direction dependence, which was confirmed from the surface wave horizontal polarization data. Numerical modeling further suggested that the observed temporal variations were likely caused by stress changes induced by the hydraulic injection.

### 2. Data and Analyses

#### 2.1. Seismic Monitoring of the Pilot Horizontal Drilling and Fracturing at Weiyuan

The seismic data of this study was from a comprehensive seismic monitoring experiment conducted in the Changning-Weiyuan National Shale Gas Demonstration Zone in the southwestern part of the Sichuan basin of China, which was selected by the Chinese government in 2012 to develop technology for shale gas exploitation, such as horizontal drilling and hydraulic fracturing. Well logging and 3-D seismic surveys suggested that the Lower Cambrian Jiulaodong formation beneath the Weiyuan area is a marine shale layer at a depth of ~3,000 m with a thickness of ~300 m. It contains a set of organic-rich black shale rocks that serve as the primary source of shale gas reservoirs (Borkloe et al., 2016). A pilot horizontal well was drilled within the formation with a horizontal length of ~2,000 m along the NW-SE direction and a vertical depth of ~2,700 m (Figure 1). A 19-stage hydraulic fracturing stimulation was performed between 29 October and 10 November of 2014 except for 31 October. Details of the 19-stage injection treatment are listed in Table S1 in the supporting information. For each stage, approximately 2,000 m$^3$ of water and 100 t of sands were injected at a depth of ~2,600–2,700 m below the surface. We installed different types of seismic sensors with different configurations in order to better monitor the induced microseismicity, as well as subsurface structural changes associated with the hydraulic injections. In addition to the surface deployment, we also installed a string of 3C geophones in a deep monitoring well (Meng et al., 2018) and a shallow borehole (Zuo et al., 2018), which are shown by the blue square and black diamond in Figure 1a, respectively. In this study, we only used the surface broadband array to detect changes occurred inside the overburden of the horizontal injection well during the hydraulic injection.
As part of the surface deployment, we installed 22 broadband seismic stations around the wellhead with a station spacing ranging from a few hundred meters to a few kilometers to monitor the fracturing process over the entire range of treatment (Figure 1). Each station was equipped with a Guralp CMG-3T sensor and a Reftek 130 digitizer that was set to a sampling rate of 1,000 sample per second (sps). Since the system has a flat velocity response down to a period of 120 s, we anticipate that it can record a broad range of signals including microseisms with periods between a few seconds to a few tens of seconds. We started the broadband recordings on 22 October 2014, 6 days before the hydraulic injection to obtain a stable model of the ambient noise field before the treatment. The data were continuously recorded to 11 November 2014 with the same sampling rate. Among the 22 stations, Station 61 (Figure 1) was malfunctioning during a significant portion of the deployment, leading to a total of 21 stations in the final analyses.

2.2. Measuring Velocity Variations Using NCF-Based Coda Wave Interferometry

We used the vertical component records to compute daily noise cross-correlation functions (NCFs) for all the station pairs. The procedure we employed to preprocess the data was similar to that of Bensen et al. (2007). We cut the 1-day continuous seismic records into 10-min segments and then decimated them from 1,000 to 100 sps, as the ambient noise is distributed mainly in the frequency range of 0.5–6.0 Hz. Since all of the surface broadband stations were equipped with the same types of instruments, we did not deconvolve instrument response from the raw data, and directly employed the downsampled velocity records to compute the daily NCFs. We employed a running time window method with a window length of 60 s to compute NCFs using the 10-min records. If one of the records has a gap within the running window, the NCF of that time window is not computed. In order to obtain high-quality Green’s functions from ambient noise data, it is important to minimize the influence of large deterministic arrivals of earthquakes in the continuous records (Wegler & Sens-Schönfelder, 2007). To do so, we applied spectral whitening to the seismograms. We first removed the linear trend and mean from the data for each time window and applied the Fourier transform to obtain the spectra of the two windows. We then reset the two amplitude spectra to 1.0 in the frequency range of 0.1–10.0 Hz and to 0.0 elsewhere while keeping the phase spectra unchanged. We further computed the cross-correlation function of the two windows by taking the inverse Fourier transform of the product of the modified spectrum of one window and the complex conjugate of the modified spectrum of the other one. We finally linearly stacked all the cross-correlation functions of the running windows to obtain the daily NCFs of each station pair. Since we had only partial recordings in the first and last days of the deployment, we found that the daily NCFs of these 2 days were of low quality due to insufficient stacking; therefore, we only used the 19 daily NCFs from 23 October to 10 November for each station pairs.

We band-pass filtered the NCFs in three frequency bands, 0.5–1.5, 1.0–3.0, and 2.0–6.0 Hz, and found that the intermediate band (1.0–3.0 Hz) yielded the highest signal-to-noise ratio (SNR) of the NCFs. We thus used the band-pass-filtered NCFs in 1.0–3.0 Hz for further analyses. In general, the daily NCFs show a clear Rayleigh wave arrival in both the causal and acausal windows (Figure 2). The coda waves after the Rayleigh wave in these NCFs, however, did not have sufficient SNR for making precise delay time measurements using the coda wave interferometry method described in the next section. Thus, we further computed the 3-day running average of the 19 daily NCFs to enhance the SNR of the coda waves. For example, we computed the average NFRs of 23–25 October as the 24 October daily NCF. The 23 October and 10 November daily NCFs were 2-day stacks of 23–24 October and 9–10 November, respectively.

The coda waves shown in Figure 2 are of high amplitude, suggesting that the uppermost crust at the experiment site is heterogeneous and the coda waves likely result from multiple scattering (Aki & Chouet, 1975). We also noticed that a few reference NCFs shown in Figure 2 have noticeable energy at time 0, which we attributed to insufficient stacking of ambient noise data or some unknown structures. The coda waves...
travel longer in the crust than the Rayleigh wave and thus are expected to accumulate larger travel time anomalies due to multiple scattering in the crust. In particular, it has been shown that when there is a homogeneous change in the velocity field, the delay time ($\delta t$) increases linearly with the lapse time $t$ (Niu et al., 2003; Snieder et al., 2002). The relative change of velocity, $\delta v/v$, is equal to the negative of the relative delay time, $-\delta t/t$. Hence, the relative change of velocity can be expressed as follows:

$$\delta t = -\frac{\delta v}{v} \tag{1}$$

To estimate $\delta t/t$ associated with the hydraulic fracturing, we first stacked the six daily NCFs before the injection (from 23 to 28 October) to create a reference NCF for each station pair. We also stacked all the 13 daily NCFs between 29 October and 10 November, during which the 19-stage injection treatment was performed and referred them as coinjection NCFs. An example of the reference NCF and coinjection NCF of the Station Pair 21-12 is shown in Figure 3a. To further show the similarity of the coda field between the two NCFs, we enlarged the two segments of the coda windows in Figures 3b and 3c. We then computed cross-correlation coefficient between the reference NCFs and the 3-day or coinjection NCFs (referred as to objective NCFs) with a 10-s-long moving time window. We used a moving increment of 1 s and a total of eight running windows in both the causal and acausal parts of the NCFs. The start times of the coda windows were computed with an assumed apparent velocity of 1 km/s (solid line in Figure 2). For each moving window, we employed the stretching/compressing technique proposed by Sens-Schönfelder and Wegler (2006) to compute the $\delta t/t$.
between the reference and objective NCFs. This is done by stretching/compressing the time axis of the objective NCF by a scaling factor (\(\sigma\)) that is related to the fractional velocity change (\(\delta v/v\)):

\[
\sigma = \frac{t + \delta t}{t} = 1 - \frac{\delta v}{v}
\]  

(2)

We grid searched the \(\delta v/v\) in the range of \(-3\%\) to \(3\%\) with an increment of \(0.001\%\) to find the optimum fractional velocity change (\(\delta v/v\)) that leads to the maximum cross-correlation coefficient (Figure 3d). We only chose measurements from windows with a CC \(\geq 0.6\) and selected pairs with more than four consistent measurements. We also applied the stretching method to the entire 18-s-long window to measure \(\delta v/v\) and found that the results are generally in good agreement with the subwindowing measurements. One advantage of using multiple windows in measuring velocity perturbations is that we can compare results from different windows to select robust measurements of \(\delta v/v\).

### 2.3. Estimating Changes in Ballistic Surface Wave Horizontal Polarization Direction

Additionally, we investigated changes in seismic anisotropy associated with the hydraulic injection by examining temporal variations in the horizontal polarization direction of ballistic surface waves. We followed the method of Lin et al. (2014) to compute the horizontal motion of the surface waves from ambient noise data. The data preprocessing method was the same as described in section 2.2. After the daily NCFs were computed, we further calculated the 3-day moving averages of the daily NCFs. Since the 3-day average was not

![Figure 4. Surface wave horizontal particle motions measured from the NCFs computed with the vertical component of the virtual Source Station 21 and the two horizontal components of each station are shown in solid blue traces. The thick green segments indicate the direction of particle motions in isotropic media at each station, which are also the radial directions (thin black dashed lines). The red dashed lines only indicate the long axis direction of particle motion at each station. The gray schematic inset in the left-bottom corner shows the definition of the deviation angle \(\delta\). The back azimuth of the station is \(i\). The red and black dashed lines show the long axis and radial directions, respectively.](image-url)
available for the first (23 October) and the last (10 November) daily NCFs, in this part of the study, we analyzed the seventeen 3-day-averaged NCFs from 24 October to 9 November. To examine whether the horizontal propagation direction of the ambient-noise-derived surface waves varies with azimuth, we selected station 21 (red solid triangle in Figure 1a) as the virtual source, and the rest of stations as receivers (except for station 61). We computed the two NCFs, Z-N and Z-E for all the receivers. Here the first and second letters refer to the component of the virtual source and receiver stations, respectively, while Z, N, and E represent the vertical, north-south, and east-west components, respectively.

We band-pass filtered the NCFs in the frequency band of 0.1–1.0 Hz, which seems to have the best SNR for the ballistic surface waves since this frequency band covers the secondary microseism peak. We found the best frequency band here is different from that (1.0–3.0 Hz) of the Z-Z NCFs that we analyzed in the previous section. Such a difference might be related to the fact that we are using the ballistic surface wave here while the previous section uses the coda wave field, which generally has higher frequency contents than the main surface wave signal. The ballistic surface waves in the frequency band of 0.1–1.0 Hz travel mostly in the top ~4 km of the crust, so they are expected to have some sensitivity of the horizontal treatment well, which is located at ~3.0 km below the surface.

The horizontal particle motions of the surface waves at 20 stations are shown in Figure 4 (blue solid line). To estimate the horizontal polarization direction of the surface wave, we first calculated the covariance matrix from the Z-N and Z-E NCFs (Niu & Li, 2011):

$$c_{ij} = \int_{T_1}^{T_2} u_i(t) u_j(t) dt \quad i, j = 1, 2$$

(3)

Here $T_1$ and $T_2$ define the time window of the ballistic surface wave signal. We employed an apparent velocity of 1.3 km/s (Figure 2) to estimate the peak arrival time $T_0$, and set $T_{2,1} = T_0 \pm 1.0$ s. $u_i$ and $u_j$ are the Z-E and Z-N NCFs, respectively. In the absence of noise and in an isotropic medium, the covariance matrix $c$ is expected to possess one nonzero eigenvalue, and the direction of the corresponding eigenvector is expected to be parallel to the back azimuthal direction. When the medium is azimuthally anisotropic, and/or when noise is present, the covariance matrix $c$ is expected to have two nonzero eigenvalues, $\lambda_1$ and $\lambda_2$, where $|\lambda_1| \geq |\lambda_2|$. The ratio of the absolute values of the two eigenvalues, $|\lambda_2|/|\lambda_1|$, defines the linearity of the particle motion, and the polarization direction is parallel to the eigenvector of the first eigenvalue. We define a deviation angle, $\delta$, to be the difference between the radial direction and polarization direction (Figure 4 inset), which is measured clockwise from the radial direction and varies from $-90^\circ$ and $90^\circ$. In an azimuthal anisotropic medium, we expect $\delta$ to change periodically with the radial direction, or the back azimuth with a period of $180^\circ$, and to be minimum along the symmetry axis of the anisotropic medium, that is, either the fast or the slow direction.

In order to determine how $\delta$ varies with radial direction, we employed a harmonic analysis of the measured deviation angles as a function of the horizontal incident angle ($i$), which is defined as the opposite direction of the back azimuthal direction (inset in Figure 4):

$$\delta(i) = \sum_{n=0}^{9} A_n \cos(n(i - \phi_n))$$

(4)

Here $n$ is the harmonic degree, which was varied from 0 to 9, $A_n$ is the deviation angle amplitude, and $\phi_n$ is the initial angle of the $n^{th}$ degree harmonic function. Since the medium in our study area features a strong azimuthal anisotropy (Zuo et al., 2018), we expect the dominant harmonic degree to be $n = 2$.  

Figure 5. Map showing the results of the coda wave interferometry measurements. Fractional velocity changes ($\delta v/v$) measured between the preinjection and coinjection periods along different paths are shown in color, with “cold” and “warm” colors indicating velocity increase and decrease, respectively. The black line denotes the horizontal well trajectory. Triangles indicate the broadband stations.
3. Results

3.1. Direction-Dependent Relative Velocity Changes

To investigate overall changes induced by the hydraulic fracturing stimulation, we applied the coda wave interferometry analyses described in section 2.2 to the coinjection NCFs of all the station pairs of the 21 stations. For each pair, we obtained the fractional velocity changes ($\delta v/v$) and the cross-correlation coefficients (CCs) from a total of sixteen 10-s moving windows, eight from the causual part and another eight from the acausal part of the coda field. For many time windows in the later part of the coda, the CCs are very small due to the low SNR, resulting in unstable measurements of $\delta v/v$. We found that CCs of the first two windows of casual and acausal parts usually had the largest values among the 16 measurements. It has been shown that errors in cross-correlation-based time measurements depend on the SNR of the coda waves (Cheng et al., 2007; Niu et al., 2003). To accurately estimate $\delta v/v$ from coda waves with a dominant frequency range of 1–3 Hz, we expect the coda waves to have an SNR greater than 5, and a corresponding CC of greater than 0.6. We thus only selected windows with CCs ≥ 0.6, and station pairs with more than four selected windows. We further computed the average ($\langle \delta v/v \rangle_{av}$) and standard deviation ($\langle \delta v/v \rangle_{dev}$) of the fractional velocity changes from the multiple windows and selected the ones with the absolute value of $\langle \delta v/v \rangle_{av}$ to be greater than $\langle \delta v/v \rangle_{dev}$.

The hydraulic fracturing induced seismicity appeared to spread across an elongated area of ~2 km along the horizontal well direction with a width of ~1 km (Chen et al., 2018; Meng et al., 2018). We thus restricted stations pairs that sample the SRV. We computed the distance from the midpoint of the two stations to the midpoint of the well trajectory and selected the pairs with the distance less than 1.5 km. Zuo et al. (2018) found direction-dependent changes in the $S$ wave velocity associated with the hydraulic treatment with an average velocity variation of 9% along the direction of the horizontal well trajectory. They employed a simple crack opening treatment with an average velocity variation of 9% along the direction of the hydraulic injection period. The gray shaded areas denote the hydraulic injection period.

Figure 6. Temporal velocity changes measured between the 3-day-averaged NCFs and the reference NCF. Panels (a) and (b) are the results of two station pairs with their path direction approximately parallel to the horizontal well trajectory. Panels (c) and (d) are similar to (a) and (b) except for the path direction, which is approximately perpendicular to the horizontal well. The gray shaded areas denote the hydraulic injection period.
fractional velocity changes ($\delta v/v$) at the two NW-SE oriented pairs 62-12 and J1-91 and the two NE-SW direction pairs 91-21 and A1-31 are shown in Figures 6a and 6b, and Figures 6c and 6d, respectively. Measurements of the other 24 pairs are shown in Figure S2. In the preinjection period, the measured fractional velocity changes are relatively small, suggesting that the 3-day smoothed changes in wave speed are insignificant before the fluid injection. Once the hydraulic fracturing started on 29 October 2014, the changes of velocity along the 62-12 path began to rise, peaked at on 1 November 2014, and became insignificant in the second half of the injection period (Figure 6a). For the J1-91 path, the velocity increase in the first half of the injection period was rather small but became significant toward the end of the injection (Figure 6b). For the two perpendicular paths of 91-21 and A1-31, we found significant velocity reductions in the middle of fluid injection (Figures 6c and 6d). The small fluctuations observed before the injection period are likely related the reference NCFs that we used here, which was stacked from data recorded before the injection. If the coinjection period NCFs were selected as the reference, the preinjection fluctuations could have been more significant. Both cases would suggest, however, that there was a significant change between the two periods.

3.2. Temporal Variation in Ballistic Surface Wave Polarization Direction and Seismic Anisotropy

The deviation angles of the ballistic surface wave polarization direction calculated with the covariance matrix method described in section 2.3 are shown in Figure 7a. Here, we plotted the measured deviation angle, $\delta$, as a function of incident angle, $i$, which showed a clear periodic variation (Figure 7a). We further employed the harmonic analysis to compute the deviation angle amplitudes and initial angles of each harmonic degree, which were shown in Figure 7b. It is clear that the deviation angle amplitude reached its maximum at the harmonic degree of 2 (Figure 7b). The corresponding deviation angle amplitude $A_2$ and initial phase $\phi_2$ were 43.6° and 86.4°, respectively. Their predicted azimuthal variation is shown in Figure 7a (red solid line). Based on $\phi_2$, we further obtained the orientation of the anisotropic symmetry axis, $\phi_\alpha$, to be 131.4°, since $\cos(\phi_\alpha - \phi_2) = 0$, $\phi_\alpha = \pi/4 + \phi_2$.

We applied the harmonic analysis to all the seventeen 3-day moving averages of the daily NCFs. All of the NCFs showed a harmonic degree of 2, and the measured 17 pairs of ($A_2$, $\phi_2$) are shown in Figures 8a and 8b, respectively. The maximum deviation angle $A_2$ stayed roughly the same in the preinjection period and started to drop right after the injection (vertical dashed line in Figure 8a). The reduction of $A_2$ peaked at 2 November 2014 and remained at a slightly decreased value for approximately 1 week before diminishing to almost zero at the end of the injection (Figure 8a). The maximum reduction was ~33% (i.e., from ~45° to ~30°). The $\phi_2$ remained roughly the same throughout the entire treatment (Figure 8b).

4. Discussion

The harmonic analysis of surface wave polarization directions indicated a clear harmonic degree-2 azimuthal variation of the measured deviation angles (Figure 7), suggesting the presence of azimuthal anisotropy in the study area. Tanimoto (2004) showed that the deviation angle reaches its minimum in fast or slow direction, which means that the fast or slow direction is $\pm \pi/4 + \phi_2$ that is, N131.4°E or N41.4°E.

Figure 7. (a) The deviation angle $\delta$ measured from the horizontal NCFs on 10/24/2014 (solid black circles) is shown as a function of station back azimuth. The numbers inside the parenthesis after the station name indicating the linearly of particle motion, which is the ratio of the absolute values of the difference between two eigenvalues, $|\lambda_2|/|\lambda_1|$ (see main text for more details). The ratio varies from 0 to 1. A number close to 0 means the particle motion is close to linear while a number close to 1 means that the particle motion is close to a circle. The blue, green and red lines correspond to the zeroth, first-, and second-degree harmonic variations, respectively. The gray schematic defines the deviation angle $\delta$ and the back azimuthal incident angle $i$. (b) Results of the harmonic analysis of the data shown (a). The top and bottom figures show the deviation amplitude and initial angle at harmonic degree from 0 to 9.
In general, the surface wave horizontal polarization direction data agree well with the shallow borehole body wave results in terms of seismic anisotropy. The Weiyuan shale play site has a strong azimuthal seismic anisotropy and the amplitude of seismic anisotropy started decrease once the hydraulic treatment began. The scenario of injection induced weakening of seismic anisotropy is also consistent with the observed direction-dependent velocity changes from the Rayleigh wave coda data. The measured seismic velocity changes between preinjection and coinjection (Figure 5) showed a clear increase along raypaths in the NW-SE direction, and a slight decrease in the NE-SW direction. Here we argue that the observed velocity changes between the two periods are likely to be induced by the hydraulic injection, since daily variations measured at the station pairs clearly showed that significant velocity changes occurred only after the injection (Figure 6). The velocity increase in the slow direction (NW-SE), together with a velocity reduction in the fast direction (NE-SW) shown by the coda wave data suggested a weakening of azimuthal anisotropy, which was also indicated by the surface polarization data shown in Figure 8a and the shallow well results of Zuo et al. (2018). However, velocity changes measured from the Rayleigh wave coda is ~0.12% and ~−0.06% on average along the slow and fast directions, respectively, much smaller than the ~9% increase in the slow direction by the shallow well data (Zuo et al., 2018). As mentioned above, the measurements from the surface wave coda wave interferometry represented average velocity changes across the array while the vertically propagating S wave along the shallow borehole reflected changes at one site very close to the injection located at the array center. Thus, we argue that the injection-induced velocity changes are likely very heterogeneous in space and centered at the treatment. On the other hand, we also observed a large amplitude reduction of ~15.8% (from ~43.82° to ~36.88°) in the deviation angle, $\Delta_2$, related to the hydraulic fracturing, which might suggest that the horizontal polarization direction is very sensitive to azimuthal anisotropy (Saade et al., 2015). We found that it is very difficult to find a model that can quantitatively explain both the coda wave and polarization data and would like to investigate the issue in a separate 3-D numerical study.

The Weiyuan shale play site is experiencing a large horizontal differential stress up to 24.7 MPa largely due to the India-Eurasia collision. Well logging and core sample analysis (Liang et al., 2015) indicated that a large amount of preexisting natural fractures at various scales were aligned predominantly in the directions of N40° to 60°E, oblique to the orientation of the maximum horizontal compressional stress (MHCS), which is roughly in the EW direction (Figure 1a). It is generally believed that seismic anisotropy observed in the upper crust is caused by alignment of the preexisting fractures/cracks with rocks, which is related to the current stress field (Boness & Zoback, 2004; Crampin & Chastin, 2003; Crampin & Lovell, 1991) since the stress field can preferentially open/close cracks in certain directions. If the initial preexisting fractures/cracks are randomly oriented, then fractures/cracks perpendicular to the MHCS direction tend to be closed, leading to preferential formation of hydraulic fractures/cracks that align with the preexisting fractures/cracks (Figures 8a and 8b). The latter aligns well with the direction of preexisting fractures (Chen et al., 2018). Zuo et al. (2018) computed cross-correlation functions of ambient noise recorded by a vertical array installed in a shallow borehole in the treatment site (black solid diamond in Figure 1a) and found the top ~200 m of the medium possesses a strong azimuthal anisotropy. The fast polarization direction is ~N45°E, and changes to ~N65°E during the treatment (Table 1 in Zuo et al., 2018). Therefore, our measurement of N41.4°E is in good agreement with the body wave data of the pretreatment level. Since the measurement of Zuo et al. (2018) represents changes around the 200-m deep shallow borehole, while our estimate is the average of the circular area with a diameter of ~5 km covered by the array (Figure 4), we think the slight difference between the two measurements is reasonable. Unlike the body wave data, our measurements of the fast direction angle did not show significant changes during the treatment (Figure 8b), and we speculated that since borehole is located just above the horizontal well, it is likely that the injection had more influence on the shallow borehole site than the average of the circular area covered by the broadband array. On the other hand, the amplitude of the deviation angle, $\Delta_2$, did show a significant reduction as the treatment started on 29 October (Figure 8a), which is consistent with the body wave observation (Zuo et al., 2018).

Figure 8. Temporal variations of amplitude and initial angle of the degree-2 harmonics are shown in the top (a) and bottom (b), respectively. The vertical dashed lines mark the beginning of hydraulic fracturing.
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to a preferred orientation of fractures/cracks parallel to the MHCS direction, which is also the fast polarization direction for a nearly vertically propagating S wave. Thus, the observed seismic velocity changes here are likely to be caused by the opening or closure of cracks in response to stress changes induced by fluid injection.

In order to make a rough estimate of the stress changes within the overburden of the horizontal well induced by the fluid injection at ~3 km, we employed the uniform half-space method of Okada (1992) to compute the strain field caused by a deep tensile fault. We set up a vertical rectangular fault centered at 3 km deep with a length of 0.4 km, width of 0.1 km and dislocation of 6 cm located at 3 km depth.

Figure 9. Map showing strain $e_{x'x'}$ calculated at surface with $x'$ indicating the NW-SE direction. The amplitude of the strain is shown in color with “cold” and “warm” colors representing areas under horizontally compression and extension along the $x'$ axis, respectively. The thick black line indicates the horizontal well, and the purple solid line segment represents the tensile fault located at 3 km deep. Here the fault is placed in the middle of the horizontal well. Triangles indicate the locations of the broadband stations. Inset at the left bottom show the normal strain of the top 1 km of a depth section along the horizontal well direction (NW-SE). The red solid meshes are the deformed black dashed meshes and are exaggerated by a factor of $4 \times 10^8$. The vertical purple rectangle indicates the injection-induced tensile fracture. Inset at the right bottom is a 3-D view of the schematic tensile fracture with length of 0.4 km, width of 0.1 km and dislocation of 6 cm located at 3 km depth.
strike perpendicular to the horizontal well trajectory. Based on the lateral and vertical extension of the recorded microseismicity (Meng et al., 2018), we set the vertically dipping fault to be 400 m long and 100 m wide in the horizontal and vertical directions (right-bottom inset of Figure 9), respectively. The hydraulic injection treatment was divided into 19 stages, and for each stage roughly 2,000 m$^3$ of water and 100 t of sands (Chen et al., 2018) were injected. We further set a tensile dislocation of 0.06 m by assuming the fault space is roughly similar to the injection volume of one stage.

The computed tensile strain along the horizontal well direction at the surface is shown in the Figure 9. Most surface areas are under extension along the NW-SE direction except for the middle part, an NE-SW elongated band with a width of ~800 m right above the tensile fault, which is compressed in the NW-SE direction. The areal strain also showed a similar pattern. It should be noticed here that the model shown here represented hydraulic fracturing for one stage with a highly simplified tensile fault. The actual faulting occurred during the 19-stage fracturing should be more complicated, but we would expect that the lateral variation and the amplitude order of the strain are somewhat intuitive. The maximum cumulative extensional and compressional strain is in the order of $10^{-7}$, which is converted to $3 \times 10^3$ Pa with an assumed bulk modulus of 30 GPa.

Chen et al. (2018) found that the injection-induced seismicity formed two recognizable lineaments with a NE-SW trending, which is consistent with the predominant direction of the preexisting faults and fractures (Liang et al., 2015). Zuo et al. (2018) found that the shale play site has a distinct azimuthal seismic anisotropy with a fast polarization direction of ~N45°E, which is also in good agreement with the alignment of the NE-SW oriented natural fracture system. Thus, we expect that an increase of compressional stress in the NW-SE direction can cause closure of natural fractures, leading to the observed increase of $S$ wave velocity in the NW-SE direction. On the other hand, the increase of normal stress in the NE-SW direction might have led to the opening of small amount of vertical fractures in its perpendicular direction (NE-SW) due to fluid migration, which could cause the observed increase of seismic velocity in the NE-SW direction.

As mentioned in section 1, laboratory studies indicated that seismic velocities of crustal rocks change slightly with the stress level they are subjected to (e.g., Birch, 1960; Nur & Simmons, 1969; Scholz, 1968). The velocity-stress sensitivity was measured to be approximately $10^{-7}$ Pa$^{-1}$ at Earth’s surface and around $10^{-9}$ Pa$^{-1}$ at ~1 km depth (e.g., Birch, 1960; Nur & Simmons, 1969). The velocity-stress sensitivity estimated from field studies (Niu et al., 2008; Silver et al., 2007; Yamamura et al., 2003; Yang et al., 2018) is slightly broader, in the range of $10^{-6}$ to $10^{-7}$ Pa$^{-1}$. Using the observed average velocity change of ~0.12% and the calculated maximum stress increase of $3 \times 10^3$ Pa, we obtain a velocity-stress sensitivity of $4 \times 10^{-7}$ Pa$^{-1}$, which falls in the middle of the observed values. Since we used the maximum stress and average velocity change in computing the velocity-stress sensitivity here; therefore, the estimate here could be considered as the low end-member and the actual sensitivity is likely higher. Also, the coda waves consist of scattered surface and body waves, which have better depth sensitivity than pure surface waves; therefore, the observed stress sensitivity represents an average over a certain depth range, which is expected to be smaller than those measurements at Earth’s surface.

5. Conclusions

We computed the noise cross-correlation functions using continuous data recorded by a small-scale broad-band array deployed to monitor a hydraulic fracturing treatment at the Weiyuan shale play site inside the Sichuan basin in southwest China. To investigate subsurface structural changes induced by the hydraulic injection, we first applied coda wave interferometry method to the vertical component to estimate temporal velocity changes across the array. We then computed the covariance matrix of the main surface wave recorded on the two horizontal components to estimate the temporal variations of horizontal polarization direction. The measured velocity changes associated with the hydraulic injection showed an increase of ~0.12% in the NW-SE direction and a slightly decrease of ~0.06% in the NE-SW direction, respectively. The measured surface wave polarization directions showed a periodic deviation in the azimuthal direction, indicating the presence of azimuthal seismic anisotropy at the injection site. The amplitude of deviation decreased significantly during the injection period, suggesting a weakening of seismic anisotropy. Both observations indicate direction-dependent changes in seismic velocity during the treatment, which can be explained by closure of preexisting vertical faults and fractures with strikes in the NE-SW direction. Simple numerical modeling suggested that injection at 3 km deep could introduce a compressional stress
field along NW-SE direction at the surface right above the injection. The induced stress change can reach to tens of kilopascals, resulting in velocity changes of a few tenths of percent with a reasonable velocity-stress sensitivity of $10^{-7}$ Pa$^{-1}$.
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